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Physical Observables in General Relativity and the Zelmanov
Chronometric Invariants

Dmitri Rabounski and Larissa Borissova
Puschino, Moscow Region, Russia

E-mail: rabounski@yahoo.com, lborissova@yahoo.com

Chronomeric invariants are mathematically determined as the projections of four-dimensional tensorial
quantities onto the three-dimensional spatial section and the line of time belonging to a real particular ob-
server. Such projections are physical observables to the observer; it is these quantities that are measurable
in his real laboratory and depend on the physical and geometric properties of his local physical space.
In other words, chonometric invariants are physical observable quantities in the space-time of General
Relativity. Chronometric invariants and the mathematical appararus for their calculation were introduced
in 1944 by Abraham L. Zelmanov. In this article, we have collected everything (or almost everything)
that we know about chronometric invariants to provide a convenient and most detailed reference to this
mathematical apparatus originally scattered throughout many publications.

Physical observables were mathematically determined and in-
troduced into General Relativity in 1941–1944 by Abraham
L. Zelmanov (1913–1987), who called them chronometrical-
ly invariant quantities or, in brief, chronometric invariants.
Zelmanov first presented his mathematical apparatus for cal-
culating physical observables in 1944, in the form of his PhD
thesis [1]. Later, in 1956–1957, he published a brief review
of his theory in two journal articles [2, 3], of which his 1957
presentation is the most useful and complete. A more detailed
account of Zelmanov’s mathematical apparatus can be found
in the respective chapters of our three research monographs
[4–6] and in one of our recent journal publications [7].

Chronomerically invariant quantities are determined as
the projections of four-dimensional tensorial quantities onto
the three-dimensional spatial section and the line of time in
the real physical reference frame belonging to a particular ob-
server. Such quantities depend on the physical and geometric
properties of his local physical space (his physical reference
space) and can be measured in his laboratory. In other words,
chonometric invariants are physical observable quantities in
the space-time of General Relativity.

For this reason and since we have always sought to ob-
tain a theoretical result that can be registered in laboratory
measurements, we used Zelmanov’s mathematical apparatus
in our research studies. The chronological list of our publica-
tions in English and French, wherein we used chronometric
invariants, is given in the end of this article.

Unfortunately, it just so happened that after Zelmanov’s
death in 1987, we remain the only ones in the world who pro-
fessionally master this mathematical apparatus and apply it
in scientific research. In addition, Zelmanov’s mathematical
apparatus was fragmentarily scattered throughout the afore-
mentioned publications. Some of them pretended to be more
or less complete, but were also limited due to the omission of
some important parts (not relevant to the specific problem).

For this reason, and also because the problem of physical
observables in General Relativity is of great importance for

experiment, Pierre A. Millette, Editor of Progress in Physics,
prompted us to write a compendium containing “everything
we know about chronometric invariants and would like to
say”. Such an article, despite the obvious repetitions with
the previous ones, would contain the entire mathematical ap-
paratus of chronometric invariants, which is very convenient
for ourselves and our future followers.

We are grateful to Pierre A. Millette for his proposal and
will implement it here in this article.

Usually, when doing a research study on General Rela-
tivity, we present all equations and their terms in the general
covariant (four-dimensional) form. This form has its own ad-
vantage as well as a substantial drawback. The advantage is
the invariance of general covariant equations and their terms
in all transitions from one reference frame to another. The
drawback is that they do not show actual three-dimensional
quantities, which can be measured in experiments by a real
observer in his real physical laboratory. In other words, gen-
eral covariant equations do not give us physical observable
quantities, but only an intermediate theoretical result, which
is not applicable in practice. Therefore, in order to obtain a
theoretical result applicable in practice, we need to formulate
our equations in terms of physical observables — the quan-
tities that are experimentally measurable and depend on the
physical and geometric properties of the physical local refer-
ence space belonging to a real particular observer.

Meanwhile, to determine physical observable quantities
in the space-time of General Relativity is not a trivial prob-
lem. For instance, a four-dimensional vector, i.e., a con-
travariant tensor of the 1st rank, has just 4 components: 1 time
component and 3 spatial components. In this case, we can
heuristically assume that its three spatial components form
a three-dimensional observable vector, while its time com-
ponent is the observable potential of the vector field (which,
generally speaking, does not prove that these quantities can
actually be observed). A tensor of the 2nd rank, e.g., a rota-
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tion or deformation tensor, has 16 components: 1 time com-
ponent, 9 spatial components and 6 mixed (time-spatial) com-
ponents. Are the mixed components physical observables?
This is another question that seemingly has no definite an-
swer. Tensors of higher ranks have even more components.
For instance, the Riemann-Christoffel curvature tensor is a
tensor of the 4th rank. It has 256 components. In such a
case the problem of the heuristic recognition of physically ob-
servable components becomes far more complicated, or even
impossible. Besides that, there is an obstacle related to the
recognition of observable components of covariant tensors (in
which indices occupy the lower position) and of mixed type
tensors, which have both lower and upper indices.

Therefore, the most reasonable way out of the labyrinth of
heuristic guesses is to create a strict mathematical theory that
allows us to calculate observable components for any tensor
quantity. As mentioned in the beginning of this article, such a
complete mathematical theory was created in 1941–1944 by
Zelmanov. His theory was called the mathematical apparatus
of physical observable quantities in General Relativity, or, in
brief, the theory of chronometric invariants.

It should be noted that in the 1930’s and 1950’s, indepen-
dently from Zelmanov, some other researchers tried to give
a mathematical definition to physical observable quantities in
the space-time of General Relativity. In 1939, L. D. Landau
and E. M. Lifshitz in their famous The Classical Theory of
Fields [8] introduced observable time and observable three-
dimensional interval similar to Zelmanov’s definitions. But,
Landau and Lifshitz limited themselves only to this particu-
lar case and they did not arrive at general mathematical meth-
ods to calculate physical observable quantities in the four-
dimensional space-time. In the 1950’s, the idea of presenting
physical observables in the form of the projections of four-
dimensional tensorial quantities onto the three-dimensional
spatial section and the time line belonging to an observer
was also voiced by the Italian mathematician Carlo Catta-
neo [9–12]. Cattaneo highly appreciated Zelmanov’s theory
of chronometric invariants, and referred to it in his last publi-
cation [12]. Nevertheless, when evaluating the scientific con-
tribution of Cattaneo, we must take two facts into account.
Firstly, his research was done only in 1958, i.e. 14 years later
than Zelmanov. And secondly, his result was very far from a
complete theory: he limited himself to general considerations
on this problem and did not take into account the physical and
geometric observable properties of the local physical space
belonging to an observer (as Zelmanov did). Therefore, the
projections of four-dimensional tensor quantities considered
by Cattaneo do not depend on the observable properties of the
observer’s reference space and cannot be considered physical
observables.

We therefore call physical observable quantities in the
space-time of General Relativity the Zelmanov chronometric
invariants in order to fix this term and Zelmanov’s priority in
the history of science.

It is also necessary to understand that Zelmanov’s mathe-
matical apparatus of chronometric invariants is not just one of
many other mathematical techniques used in the General The-
ory of Relativity, which require an experimental verification
of their applicability in practice. The Zelmanov chronomet-
ric invariants are physical observables by definition, and there
is no other mathematical technique to determine physical ob-
servables in General Relativity. In this sense, the mathemati-
cal apparatus of chronometric invariants does not require ex-
perimental verification, since all quantities that we register in
experiments and astronomical observations are chronometric
invariants by definition. This fact should always be taken into
account, when a researcher seeks to obtain a theoretical result
that can be verified in a laboratory experiment or astronomi-
cal observations.

Below we present the mathematical apparatus of Zelma-
nov’s chronometric invariants in its entirety, based on his ori-
ginal publications, our personal conversations with him, as
well as our own works. So, let us begin.

In order to recognize which of the components of a four-
dimensional quantity are physical observables, we consider
a physical frame of reference belonging to a real observer,
which includes a three-dimensional coordinate grid spanned
over his reference body (a real physical body near him, such
as the planet Earth for an Earth-bound observer), at each point
of which a real physical clock is installed. His reference body,
like any other real physical body, has a gravitational field,
can rotate and deform, thereby making the local reference
space of the observer inhomogeneous and anisotropic. In fact,
the reference body and its reference space can be considered
as a set of the real physical standards to which the observer
compares the results of his measurements. Mathematically,
this means that the physical observable quantities registered
by an observer are the projections of four-dimensional quan-
tities onto the three-dimensional space (coordinate grid) and
the time line of his reference body.

From a geometric point of view, the three-dimensional
space of an observer is a three-dimensional spatial section
drawn in space-time at the time coordinate x0 = ct= const
determined by the moment of observation t. In fact, at any
point in space-time, a local spatial section (local space) can
be drawn orthogonally to the line of time. If there exists an
enveloping curve to such local spatial sections (local three-
dimensional spaces) in space-time, these local spatial sections
create a global spatial section, everywhere orthogonal to the
lines of time that “pierce” it. Such a space is known as a holo-
nomic space. If there is not an enveloping curve for such local
spaces, then there are only spatial sections locally orthogonal
to the lines of time: such a space is non-holonomic.

Zelmanov applied these terms to the four-dimensional
space-time of General Relativity, based on Schouten’s theory
of non-holonomic manifolds [13].

Assume that an observer is at rest with respect to his phys-
ical references (his reference body). The reference frame of
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such an observer always accompanies his reference body in
any of its displacements, so such a system is called an ac-
companying reference frame. Any coordinate grid that is at
rest with respect to its reference body is connected to another
coordinate grid through the transformation

x̃0 = x̃0 (x0, x1, x2, x3)
x̃i = x̃i (x1, x2, x3) , ∂x̃i

∂x0 = 0

 ,
where the latter equation means that spatial coordinates in the
tilde-marked grid are independent of time in the non-tilded
coordinate grid, which is the same as setting a coordinate grid
of fixed time lines xi = const at any point of the grid. Trans-
formation of spatial coordinates is nothing but only transition
from one coordinate grid to another within the same spatial
section. Transformation of time means changing the whole
set of clocks, so this is transition to another spatial section
(another three-dimensional reference space). This means re-
placing one reference body and its physical references with
another one that has its own physical references. But when
using different physical references, the observer will obtain
different measurement results (other observable quantities).
Therefore, all physical observable quantities in the reference
frame accompanying an observer must be invariant with re-
spect to transformations of time throughout his entire three-
dimensional spatial section xi = const. In other words, such
quantities must have the property of chronometric invariance.
That is, all physical observable quantities in the reference
frame accompanying an observer are “chronometrically” in-
variant quantities or, in brief, chronometric invariants.

Since the aforementioned transformations of time deter-
mine a set of fixed time lines “piercing” the observer’s three-
dimensional spatial section, chronometric invariants (physi-
cal observable quantities) are all those quantities that are in-
variant with respect to these transformations.

In practice, in order to obtain physical observable quan-
tities in the physical reference frame that accompanies a real
observer, we need to calculate chronometrically invariant pro-
jections of four-dimensional quantities onto the spatial sec-
tion and the time line of the observer’s physical reference
body, and then formulate the projections with chronometri-
cally invariant (physically observable) properties of his lo-
cal physical reference space. Therefore, Zelmanov had intro-
duced projection operators that completely characterize the
reference space of a particular observer.

The operator of projection onto the time line of an ob-
server is the unit vector of the observer’s four-dimensional
velocity bα with respect to his reference body

bα =
dxα

ds
,

which is tangential to his four-dimensional (space-time) tra-
jectory at each of its points. Because any individual reference

frame is characterized by its own tangential unit vector bα,
Zelmanov referred to the bα as the monad vector. It is easy
to see that since the vector bα is tangential to the observer’s
four-dimensional trajectory at each of its points, this vector
has unit length

bα bα = gαβ
dxα

ds
dxβ

ds
=
gαβ dxαdxβ

ds2 = +1 .

The operator of projection onto the three-dimensional ref-
erence space of the observer (which is an instant spatial sec-
tion of space-time at the moment of observation) is a four-
dimensional symmetric tensor hαβ having the form

hαβ = −gαβ + bα bβ ,

hαβ = −gαβ + bαbβ,

hβα = −g
β
α + bα bβ.

It is easy to see that the vector bα and the tensor hαβ have
all the necessary properties characteristic of projection oper-
ators, namely — the properties

bαbα = +1 , hβα bα = 0 ,

where the second property follows from the fact that the vec-
tor bα and the tensor hαβ are orthogonal to each other in space-
time: mathematically this means that their common contrac-
tion is zero

hαβbα = −gαβbα + bα bαbβ = 0 ,

hαβbα = −gαβbα + bβbαbα = 0 ,

hαβ bα = −gαβ bα + bβbαbα = 0 ,

hβα bα = −gβα bα + bβbα bα = 0 .

In the reference frame accompanying the observer, his
three-dimensional velocity with respect to his reference body
is zero, which means that bi = 0. As a result, the components
of the bα in the accompanying reference frame are

b0 =
1
√
g00
, b0 = g0α bα =

√
g00 ,

bi = 0 , bi = giα bα =
gi0
√
g00
.

Therefore, the components of the projection operator hαβ
in the accompanying reference frame (bi = 0) are

h00 = 0 , h00 = −g00 +
1
g00
, h0

0 = 0 ,

h0i = 0 , h0i = −g0i, hi
0 = δ

i
0 = 0 ,

hi0 = 0 , hi0 = −gi0, h0
i =
gi0

g00
,

hik = −gik +
g0ig0k

g00
, hik = −gik, hi

k = −g
i
k = δ

i
k .
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The projection of a tensor onto the time line of an ob-
server is the result of its contraction with the monad vector
bα of his reference frame.

The projection of a tensor onto the three-dimensional spa-
tial section of the observer (his three-dimensional reference
space) is the result of its contraction with the tensor hαβ of his
reference frame.

Despite the fact that such projections of a tensor of the
1st rank (a vector) are chronometric invariants, i.e., physical
observables, not all such projections (contractions) of higher
rank tensors have the property of chronometric invariance. To
solve this problem, Zelmanov developed a general mathemat-
ical method for calculating chronometrically invariant (physi-
cally observable) projections of any four-dimensional general
covariant tensor and formulated it as a theorem. We refer to
it as Zelmanov’s theorem.

Zelmanov’s theorem: Let there be a four-dimensional
tensor Qµν...ραβ...σ of the r-th rank, where Qik...p

00...0 is the three-
dimensional part of Qµν...ρ00...0 , in which all upper indices
are non-zero, and all m lower indices are zeroes. Then,

T ik...p = (g00)−
m
2 Qik...p

00...0

is a chronometrically invariant three-dimensional con-
travariant tensor of the (r−m)-th rank. This means that
the chr.inv.-tensor T ik...p is the result of m-fold projec-
tion of the initial tensor Qµν...ραβ...σ onto the time line by the
indices α, β . . . σ and onto the spatial section by r−m
indices µ, ν . . . ρ.

According to this theorem, the chronometrically invari-
ant (physically observable) projections of a four-dimensional
vector Qα are the quantities

bαQα =
Q0
√
g00
, hi

αQα = qi,

while the chr.inv.-projections of a symmetric tensor of the 2nd
rank Qαβ are the quantities

bαbβQαβ =
Q00

g00
, hiαbβQαβ =

Qi
0

√
g00
, hi

αh
k
β Qαβ =Qik,

where, in the case of an antisymmetric tensor of the 2nd rank,
the first chr.inv.-projection is zero, because Q00 =Q00 = 0 for
any antisymmetric 2nd rank tensor.

The chr.inv.-projections of a four-dimensional coordinate
interval dxα are the physically observable time interval

dτ =
√
g00 dt +

g0i

c
√
g00

dxi,

and the interval of the physically observable coordinates dxi,
which are the same as the regular spatial coordinates. Thus,
the three-dimensional chr.inv.-vector

vi =
dxi

dτ
, vivi = hik vivk = v2

is the physically observable velocity of a particle, which is
different from the particle’s coordinate velocity

ui =
dxi

dt
.

At isotropic trajectories (trajectories of light), the vi trans-
forms into the three-dimensional chr.inv.-vector of the physi-
cally observable velocity of light

ci = vi =
dxi

dτ
, ci ci = hik cick = c2.

When we project the fundamental metric tensor gαβ onto
the three-dimensional spatial section of an observer (which is
his three-dimensional reference space)

hi
αh

k
β g
αβ = gik = −hik, hαi hβkgαβ = gik − bi bk = −hik ,

we see that the three-dimensional part of the projection opera-
tor hαβ, i.e., the three-dimensional tensor hik, the components
of which have the form

hik = −gik + bi bk , hik = −gik, hi
k = −g

i
k = δ

i
k ,

is the chr.inv.-metric tensor or, in other words, the metric ten-
sor physically observed in the reference frame accompanying
the observer.

The chr.inv.-metric tensor hik has all properties of the fun-
damental metric tensor gαβ throughout the observer’s three-
dimensional spatial section (his three-dimensional reference
space), i.e., it satisfies the condition

hi
α hαk = δ

i
k − bk bi = δik , δik =

 1 0 0
0 1 0
0 0 1

 ,
where δik is the unit three-dimensional tensor. The tensor δik is
the three-dimensional part of the four-dimensional unit ten-
sor δαβ , which can be used to lift and lower indices in four-
dimensional quantities. For this reason, the chr.inv.-metric
tensor hik can lift and lower indices in chronometrically in-
variant quantities.

Using gαβ from hαβ =−gαβ + bαbβ, we obtain the four-
dimensional interval ds2 = gαβ dxαdxβ in the form

ds2 = bα bβ dxαdxβ − hαβdxαdxβ

expressed with the projection operators bα and hαβ. Because
bα dxα = cdτ, the first term of the above formula transforms
into bα bβ dxαdxβ = c2dτ2. The second term of this formula,
hαβdxαdxβ = dσ2, in the reference frame accompanying the
observer is the square of the three-dimensional physically ob-
servable interval

dσ2 = hik dxidxk,

since hαβ has all properties of the fundamental metric tensor
gαβ in the accompanying reference frame.

6 Rabounski D. and Borissova L. Physical Observables in General Relativity and the Zelmanov Chronometric Invariants
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As a result, the four-dimensional interval written in terms
of physically observable chr.inv.-quantities has the form

ds2 = c2dτ2 − dσ2.

Obviously, the physical observables (chr.inv.-projections
of four-dimensional quantities) registered by an observer de-
pend on the physical and geometric observable properties of
the observer’s local space (his physical reference space), with
which, therefore, all chr.inv.-quantities and equations must be
expressed. Therefore, Zelmanov deduced the basic observ-
able properties of the reference space accompanying an ob-
server and introduced them into the theory.

Two main physical observable properties of the accom-
panying reference space can be obtained using the chr.inv.-
derivation operators with respect to time and the spatial co-
ordinates. The mentioned chr.inv.-derivation operators intro-
duced by Zelmanov have the form

∗∂

∂t
=

1
√
g00

∂

∂t
,

∗∂

∂xi =
∂

∂xi −
g0i

g00

∂

∂x0

and are non-commutative, so the difference between the 2nd
derivatives is not zero

∗∂2

∂xi∂t
−

∗∂2

∂t ∂xi =
1
c2 Fi

∗∂

∂t
,

∗∂2

∂xi∂xk −
∗∂2

∂xk∂xi =
2
c2 Aik

∗∂

∂t
.

Here, Aik is the three-dimensional antisymmetric chr.inv.-
tensor of the angular velocity with which the reference space
of the observer rotates

Aik =
1
2

(
∂vk
∂xi −

∂vi

∂xk

)
+

1
2c2 (Fi vk − Fk vi) ,

where vi is the linear velocity of this rotation

vi = −c
g0i
√
g00
, vi = −cg0i √g00 ,

vi = hik v
k, v2 = vk v

k = hik v
ivk.

In addition, the vi gives detailed formulae for the physi-
cally observable time interval dτ and the chr.inv.-metric ten-
sor hik, which are

dτ =
√
g00 dt −

1
c2 vi dxi, hik = −gik +

1
c2 vi vk .

The quantity Fi is the three-dimensional chr.inv.-vector of
the gravitational inertial force

Fi =
1
√
g00

(
∂w
∂xi −

∂vi
∂t

)
=

1

1 − w
c2

(
∂w
∂xi −

∂vi
∂t

)
,

where
w = c2 (

1 −
√
g00

)

is the gravitational potential, the origin of which is the grav-
itational field of the observer’s reference body. In the frame-
work of quasi-Newtonian approximation, i.e., in a weak grav-
itational field at velocities much lower than the velocity of
light and in the absence of rotation of the space, the Fi trans-
forms into the non-relativistic gravitational force

Fi =
∂w
∂xi .

It should be noted that the quantities w and vi do not have
the property of chronometric invariance, despite the fact that
vi = hik v

k is obtained as for a chr.inv.-quantity, through lower-
ing the upper index by the chr.inv.-metric tensor hik. On the
other hand, the vector of the gravitational inertial force Fi and
the tensor of the angular velocity of rotation of the observer’s
space, Aik, built using them, are chr.inv.-quantities.

The chr.inv.-quantities Fi and Aik are related to each other
by two identities, which we call the Zelmanov identities

∗∂Aik

∂t
+

1
2

(
∗∂Fk

∂xi −
∗∂Fi

∂xk

)
= 0 ,

∗∂Akm

∂xi +
∗∂Ami

∂xk +
∗∂Aik

∂xm +
1
2

(Fi Akm + Fk Ami + Fm Aik) = 0 .

In addition to rotation and the presence of a gravitational
field, the real reference body of an observer can deform. In
this case, the observer’s reference space with its coordinate
grid deforms accordingly, which must be taken into account
in experiments. Mathematically, this factor manifests itself
in the non-stationarity of the physically observable chr.inv.-
metric hik of the observer’s space and must be taken into ac-
count in the physically observable chr.inv.-quantities regis-
tered by him. For this reason, Zelmanov had introduced the
three-dimensional symmetric chr.inv.-tensor Dik characteriz-
ing the rate of deformations of the observer’s space

Dik =
1
2

∗∂hik

∂t
, Dik = −

1
2

∗∂hik

∂t
,

D = hikDik = Dn
n =

∗∂ ln
√

h
∂t

, h = det ∥hik∥ .

Zelmanov had also introduced a theorem linking the holo-
nomity of space-time to the tensor of the angular velocity of
rotation of the observer’s three-dimensional space.

Zelmanov’s theorem on the holonomity of space-time:
The identical equality to zero of the tensor Aik in a four-
dimensional region of space-time is the necessary and
sufficient condition for the orthogonality of the spatial
sections to the time lines everywhere in this region.

In other words, Aik , 0 in a non-holonomic space-time re-
gion, and Aik = 0 in a holonomic one. Naturally, if the three-
dimensional spatial sections are everywhere orthogonal to the
time lines (in such a case the space-time region is holonomic),
all the quantities g0i are equal to zero. Since g0i = 0, we have
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vi = 0 and Aik = 0 too. Therefore, we also refer to the tensor
Aik as the space non-holonomity tensor.

The space-time of Special Relativity (Minkowski space)
in the Galilean reference frame, as well as some cases of
the space-time in General Relativity, do not rotate (Aik = 0).
These are examples of holonomic spaces: time lines are or-
thogonal to spatial sections in them. Rotating spaces (Aik , 0)
are non-holonomic; time lines are non-orthogonal to three-
dimensional spatial sections in such spaces.

To understand why the rotation of a three-dimensional
spatial section of space-time makes this spatial section non-
orthogonal to the time lines “piercing” it, consider a locally
geodesic reference frame. Within the infinitesimal vicinity of
any point in such a reference frame, the fundamental metric
tensor has the form

g̃µν = gµν +
1
2

(
∂2g̃µν

∂x̃ρ∂x̃σ

)
(x̃ρ − xρ) (x̃σ − xσ) + . . . ,

which means that the numerical values of its components in
the infinitesimal vicinity of any point differ from those at this
point itself only in the 2nd order terms and the higher other
terms, which can be neglected. Therefore, at any point in a
locally geodesic reference frame, the fundamental metric ten-
sor (within the 2nd order terms withheld) is constant, while
the 1st derivatives of the metric tensor, i.e., the Christoffel
symbols, are zeroes.

It is obvious that in any Riemannian space within the in-
finitesimal vicinity of any point of the space a locally geodes-
ic reference frame can be set up. As a result, at any point be-
longing to the locally geodesic reference frame, a flat space
can be set up tangential to the Riemannian space so that the
locally geodesic reference frame in the Riemannian space is
a globally geodesic frame in the tangential flat space. Since
the fundamental metric tensor is constant in the flat space,
there in the infinitesimal vicinity of any point in the Rieman-
nian space the quantities g̃µν converge to those of the tensor
gµν in the tangential flat space. This means that, in the tan-
gential flat space, we can set up a system of the basis vectors
e⃗(α) tangential to the curved coordinate lines of the Rieman-
nian space. Because the coordinate lines of a Riemannian
space are curved (in a general case), and, in the case where
the space is non-holonomic, are not even orthogonal to each
other, the lengths of the basis vectors are sometimes substan-
tially different from unit length.

Consider the world-vector dr⃗ of an infinitesimal displace-
ment from such a point, i.e., dr⃗ = {dx0, dx1, dx2, dx3 }. Then
dr⃗= e⃗(α)dxα, where its components e(α) are

e⃗(0) =
{
e0

(0), 0, 0, 0
}
, e⃗(1) =

{
0, e1

(1), 0, 0
}
,

e⃗(2) =
{
0, 0, e2

(2), 0
}
, e⃗(3) =

{
0, 0, 0, e3

(3)

}
.

The scalar product of the vector dr⃗ with itself is equal to
dr⃗dr⃗= ds2. On the other hand, it is ds2 = gαβ dxαdxβ. Thus,

we obtain the general formula

gαβ = e⃗(α)e⃗(β) = e(α)e(β) cos (xα; xβ) .

According to this formula we have

g00 = e2
(0) ,

while, on the other hand,
√
g00 = 1− w

c2 . Hence, the length e(0)

of the time basis vector e⃗(0) tangential to the time line x0 = ct
is expressed with the gravitational potential w as

e(0) =
√
g00 = 1 −

w
c2 .

The stronger the gravitational potential w, the smaller e(0)
is than 1. In the case of gravitational collapse (w= c2), the
length of the time basis vector e⃗(0) becomes zero: e(0) = 0.

Thus, according to the above general formula, the com-
ponent g0i is expressed as

g0i = e(0)e(i) cos (x0; x i) ,

while, according to the definition of vi, we have

g0i = −
1
c
vi

(
1 −

w
c2

)
= −

1
c
vi e(0) ,

whence we obtain the formula for vi, which takes into ac-
count the angle of inclination of the time lines to the three-
dimensional spatial section of space-time, i.e.

vi = −ce(i) cos (x0; x i) .

In addition, since the above general formula gives

gik = e(i)e(k) cos (x i; x k) ,

and according to the definition of the chr.inv.-metric tensor
hik (page 7), we obtain the formula for hik, which also takes
into account the angle of inclination of the time lines to the
three-dimensional spatial section

hik = e(i)e(k)

[
cos (x0; x i) cos (x0; x k) − cos (xi; x k)

]
.

From the above formula for vi, we see that from a geomet-
ric point of view, the linear velocity vi with which the three-
dimensional reference space of an observer rotates is the pro-
jection (scalar product) of the time basis vector e⃗(0) of his ref-
erence space onto the spatial basis vectors e⃗(i), multiplied by
the velocity of light. If the spatial sections of a space (space-
time) are everywhere orthogonal to the time lines thereby giv-
ing the space holonomity, then cos (x0; x i)= 0 and, hence,
vi = 0. In a non-holonomic space, the spatial sections are not
orthogonal to the lines of time: cos (x0; x i), 0.

Generally | cos (x0; x i) |⩽ 1, hence the linear velocity vi
with which the three-dimensional reference space of an ob-
server rotates cannot exceed the velocity of light.
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If somewhere the conditions Fi = 0 and Aik = 0 are met in
common, there the conditions g00 = 1 and g0i = 0 are present
as well (the conditions g00 = 1 and g0i = 0 can be satisfied
through the transformation of time). In such a region, accord-
ing to the definition of dτ (page 6), we have dτ= dt: so, the
difference between the coordinate time t and the physically
observable time τ disappears in the absence of gravitational
fields and rotation of space. In other words, according to the
theory of chronometric invariants, the difference between the
coordinate time t and the physically observable time τ comes
from both gravitation and rotation attributed to the local ref-
erence space of the observer (in fact — from his reference
body, which is a real physical body near him, for example,
the planet Earth for an Earth-bound observer), or from each
of the mentioned two factors separately.

On the other hand, it is doubtful to find such a region
of the Universe where gravitational fields or rotation of the
background space are clearly absent. Therefore, in practice
the physically observable time τ differs from the coordinate
time t. This means that the real space of our Universe is non-
holonomic: it rotates and is filled with gravitational fields,
while a holonomic space, free from rotation and gravity, can
only be a local approximation to it.

The condition of holonomity of a space (space-time) is
directly linked to the problem of integrability of time in it.
In a non-holonomic space, the formula for the physically ob-
servable time interval dτ has no integrating multiplier, i.e., it
cannot be transformed to the form

dτ = Adt ,

where the multiplier A depends on only t and x i. In this case
the formula for dτ (page 6) has a non-zero second term de-
pending on the coordinate interval dx i and g0i. On the con-
trary, in a holonomic space, we have Aik = 0, so g0i = 0. In this
case, the second term of the formula for dτ is zero, while the
first term is the coordinate time interval dt with an integrating
multiplier

A =
√
g00 = f (x0, x i ) ,

so we can write the integral

dτ =
∫
√
g00 dt .

Hence time is integrable in a holonomic space (Aik = 0),
while it cannot be integrated if the space is non-holonomic
(Aik , 0). In the case where time is integrable, i.e., in a holo-
nomic space, we can synchronize the clocks installed at two
distantly located points by moving a control clock along the
path between these two points. In the case where time cannot
be integrated (in a non-holonomic space), synchronization of
clocks in two distant points is impossible in principle: the
larger is the distance between these two points, the more is
the deviation of time on these clocks.

The space of our planet Earth, is non-holonomic due to
the daily rotation of it around the Earth’s axis. Hence, two
clocks installed at different points on the surface of the Earth
should manifest a deviation between the intervals of time reg-
istered on each of them. The larger is the distance between
these clocks, the larger is the deviation of the physically ob-
servable time expected to be registered on them. This ef-
fect was surely verified by the well-known Hafele-Keating
experiment performed in October 1971 by Joseph C. Hafele
together with Richard E. Keating [14–16] and then success-
fully repeated by the UK’s National Measurement Laboratory
commonly with the BBC on its 25th anniversary in 2005 [17].
This experiment concerned with displacing standard atomic
clocks by a jet airplane around the terrestrial globe, where
rotation of the Earth’s space sensibly changed the measured
time. During the flight along the Earth’s rotation, the local
space of an observer on board of the airplane had more ro-
tation than the space of another observer who stayed fixed
on the airfield. During the flight against the Earth’s rotation
it was vice versa. The atomic clocks on board the airplane
showed a significant deviation of the observed time depend-
ing on the velocity of rotation of the observer’s space.

Since synchronization of clocks at various points on the
Earth’s surface is the highly important task of metrology, ma-
rine navigation, aviation, and orbital space flights, corrections
for desynchronization were introduced in early times in the
form of tables of empirically obtained corrections that take
the Earth’s rotation into account. Now, thanks to the theory
of chronometric invariants, we know the origin of the correc-
tions and therefore can calculate them on the basis of General
Relativity.

With Zelmanov’s definitions of chr.inv.-quantities above,
we can not only calculate the physically observable chr.inv.-
projections of any four-dimensional general covariant quan-
tity or equation of theoretical physics, but also express them
in terms of the physically observable chr.inv.-properties F i,
Aik, and Dik characteristic of the local reference space of a
particular observer.

The Christoffel symbols (coherence coefficients of space)
appear in the absolute derivatives, the equations of motion,
and somewhere else in the equations of theoretical physics.
The Christoffel symbols are not tensors [18]. Nevertheless,
they can be expressed in terms of physical observable quanti-
ties. Following the analogy with the regular Christoffel sym-
bols of the 2nd rank Γαµν and the regular Christoffel symbols
of the 1st rank Γµν,σ

Γαµν = g
ασ Γµν,σ =

1
2
gασ

(
∂gµσ

∂xν
+
∂gνσ
∂xµ

−
∂gµν

∂xσ

)
,

Zelmanov had introduced the chr.inv.-Christoffel symbols of
the 2nd rank and 1st rank

∆i
jk = him∆ jk,m =

1
2

him
(
∗∂h jm

∂xk +
∗∂hkm

∂x j −

∗∂h jk

∂xm

)
,
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where the only difference is that the chr.inv.-Christoffel sym-
bols use the chr.inv.-metric tensor hik instead of the funda-
mental metric tensor gαβ.

It is not a problem to find out how the regular Christoffel
symbols are expressed in terms of the physically observable
chr.inv.-properties characteristic of the reference space of an
observer. Expressing the components of gαβ and then the 1st
derivatives of gαβ with Fi, Aik, Dik, w, and vi, after some alge-
bra we obtain

Γ00,0 = −
1
c3

(
1 −

w
c2

)
∂w
∂t
,

Γ00,i =
1
c2

(
1 −

w
c2

)2
Fi +

1
c4 vi
∂w
∂t
,

Γ0i,0 = −
1
c2

(
1 −

w
c2

)
∂w
∂xi ,

Γ0i, j = −
1
c

(
1 −

w
c2

) (
Dij + Aij +

1
c2 Fj vi

)
+

1
c3 vj

∂w
∂xi ,

Γij,0 =
1
c

(
1−

w
c2

) [
Dij −

1
2

(
∂vj

∂xi +
∂vi
∂x j

)
+

1
2c2

(
Fi vj+Fj vi

)]
,

Γij, k = −∆ij, k +
1
c2

[
vi A jk + vj Aik +

1
2
vk

(
∂vj

∂xi +
∂vi
∂x j

)
−

−
1

2c2 vk
(
Fi vj + Fj vi

)]
+

1
c4 Fk vi vj ,

Γ0
00 = −

1
c3

 1

1 − w
c2

∂w
∂t
+

(
1 −

w
c2

)
vk Fk

 ,
Γk

00 = −
1
c2

(
1 −

w
c2

)2
Fk,

Γ0
0i =

1
c2

− 1

1 − w
c2

∂w
∂xi + vk

(
Dk

i + A·ki· +
1
c2 vi Fk

) ,
Γk

0i =
1
c

(
1 −

w
c2

) (
Dk

i + A·ki· +
1
c2 vi Fk

)
,

Γ0
ij = −

1

c
(
1 − w

c2

) {
−Dij +

1
c2 vn ×

×

[
vj
(
Dn

i + A·ni·
)
+ vi

(
Dn

j + A·nj·
)
+

1
c2 vi vj Fn

]
+

+
1
2

(
∂vi
∂x j +

∂vj

∂xi

)
−

1
2c2

(
Fi vj + Fj vi

)
− ∆n

ij vn

}
,

Γk
ij = ∆

k
ij −

1
c2

[
vi

(
Dk

j + A·kj·
)
+ vj

(
Dk

i + A·ki·
)
+

1
c2 vi vj Fk

]
.

Respectively, some components of the regular Christoffel
symbols are linked to the chr.inv.-properties of the observer’s

space by the following relations

Di
k + A·ik · =

c
√
g00

Γi
0k −
g0kΓ

i
00

g00

 ,
Fk = −

c2 Γk
00

g00
,

giαgkβ Γm
αβ = hiqhks∆m

qs .

By analogy with the respective absolute derivatives, Zel-
manov had also introduced the chr.inv.-derivatives

∗∇i Q k =
∗∂Qk

dxi − ∆
l
ik Ql ,

∗∇i Q k =
∗∂Q k

dxi + ∆
k
il Q l,

∗∇i Q jk =
∗∂Q jk

dxi − ∆
l
ij Qlk − ∆

l
ik Q jl ,

∗∇i Q k
j =

∗∂Q k
j

dxi − ∆
l
ij Q k

l + ∆
k
il Q l

j ,

∗∇i Q jk =
∗∂Q jk

dxi + ∆
j
il Q lk + ∆k

il Q jl,

∗∇i Q i =
∗∂Q i

∂xi + ∆
j
ji Q i, ∆

j
ji =

∗∂ ln
√

h
∂xi ,

∗∇i Q ji =
∗∂Q ji

∂xi + ∆
j
il Q il + ∆l

li Q ji, ∆l
li =

∗∂ ln
√

h
∂xi .

In particular, they show the following properties of the
chr.inv.-metric tensor hik

∗∇i h jk = 0 , ∗∇i hk
j = 0 , ∗∇i h jk = 0 .

Next we give an account of tensor calculus in terms of
physical observables (chronometric invariants).

Assume that there is a space (not necessarily metric) in
which there is an arbitrary reference frame {xα}. Let this
space contain an object G determined by n functions fn of
the xα coordinates. Let us know the transformation rule to
calculate these n functions in any other reference frame {x̃α}
in this space. If the n functions fn and also the transformation
rule have been given in the space, then G is a geometric ob-
ject, which in the system {xα} has axial components fn (xα),
while in any other system {x̃α} it has components f̃n (x̃α).

Assume that a tensor object (tensor) of zero rank is any
geometric object φ, transformable according to the rule

φ̃ = φ
∂xα

∂x̃α
,

where the index takes numbers of all coordinate axes one-by-
one (this notation is also known as by-component notation or
tensor notation). Any tensor of zero rank has a single com-
ponent and is called scalar.
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From a geometric point of view, any scalar is a point to
which a certain number is attributed. Therefore, a scalar field
is a set of points of the space, which have a common property.
For instance, a point mass is a scalar, while a distributed mass
(a gas, for instance) makes up a scalar field.

It should be noted that the algebraic notations for a tensor
and a tensor field are the same. The field of a tensor in a space
is represented as the tensor in a given point of the space, but
its presence in other points everywhere in this region of the
space is assumed.

Contravariant tensors of the 1st rank Aα are geometric ob-
jects with components, transformable according to the rule

Ãα = Aµ
∂x̃α

∂xµ
.

From a geometric point of view, such an object is an n-
dimensional vector. For instance, the vector of an elementary
displacement dxα is a contravariant tensor of the 1st rank.

Contravariant tensors of the 2nd rank Aαβ are geometric
objects transformable according to the rule

Ãαβ = Aµν
∂x̃α

∂xµ
∂x̃β

∂xν
.

From a geometric point of view, such an object is the area
(parallelogram) formed by two vectors. For this reason, con-
travariant tensors of the 2nd rank are also called bivectors.

So forth, contravariant tensors of higher ranks are formu-
lated as the following geometric objects

Ãα...σ = Aµ...τ
∂x̃α

∂xµ
· · ·
∂x̃σ

∂xτ
.

A vector field or a higher rank tensor field are space dis-
tributions of the respective tensor quantities. For instance, be-
cause a mechanical strength characterizes both its own mag-
nitude and direction, its distribution in a physical body can be
presented by a vector field.

Covariant tensors of the 1st rank Aα are geometric objects,
transformable according to the rule

Ãα = Aµ
∂xµ

∂x̃α
.

Thus, the gradient of a scalar field φ, i.e., the quantity

Aα =
∂φ

∂xα
,

is a covariant tensor of the 1st rank. This is because for a
regular invariant we have φ̃=φ, then

∂φ̃

∂x̃α
=
∂φ̃

∂xµ
∂xµ

∂x̃α
=
∂φ

∂xµ
∂xµ

∂x̃α
.

Covariant tensors of the 2nd rank Aαβ are geometric ob-
jects with the transformation rule

Ãαβ = Aµν
∂xµ

∂x̃α
∂xν

∂x̃β
,

hence, covariant tensors of higher ranks are formulated as

Ãα...σ = Aµ...τ
∂xµ

∂x̃α
· · ·
∂xτ

∂x̃σ
.

Mixed tensors are tensors of the 2nd rank or of higher
ranks with both upper and lower indices. For instance, any
mixed symmetric tensor Aαβ is a geometric object, transform-
able according to the rule

Ãαβ = Aµν
∂x̃α

∂xµ
∂xν

∂x̃β
.

Tensor objects exist both in metric and non-metric spaces.
In non-metric spaces, as it is known, the distance between any
two points cannot be measured. This is in contrast to metric
spaces. In the theories of space-time-matter, such as the Gen-
eral Theory of Relativity and its extensions, metric spaces
are taken under consideration. This is because the core of
such theories is the measurement of time intervals and spatial
lengths, that is nonsense in a non-metric space.

Any tensor has an components, where a is its dimension
and n is the rank. For instance, a four-dimensional tensor of
zero rank has 1 component, a tensor of the 1st rank has 4
components, a tensor of the 2nd rank has 16 components, a
tensor of the 4th rank (for example, the Riemann-Christoffel
curvature tensor) has 256 components, and so on.

Indices in a geometric object, marking its axial compo-
nents, are found not in tensors only, but in other geometric
objects as well. For this reason, if we encounter a quantity in
component notation, it is not necessarily a tensor quantity.

In practice, to know whether a given object is a tensor
or not, we need to know a formula for this object in a refer-
ence frame and to transform it to any other reference frame.
For instance, consider the classic question: are Christoffel’s
symbols (i.e., the coherence coefficients of space) tensors?
To answer this question, we need to calculate the Christoffel
symbols in a tilde-marked reference frame

Γ̃αµν = g̃
ασ Γ̃µν,σ , Γ̃µν,σ =

1
2

(
∂g̃µσ

∂x̃ν
+
∂g̃νσ
∂x̃µ

−
∂g̃µν

∂x̃σ

)
proceeding from the general formula of them in a non-marked
reference frame.

First, we calculate the terms in the brackets. The funda-
mental metric tensor like any other covariant tensor of the 2nd
rank, is transformable to the tilde-marked reference frame ac-
cording to the following rule

g̃µσ = gετ
∂xε

∂x̃µ
∂xτ

∂x̃σ
.

Because the quantity gετ depends on the non-tilde-marked
coordinates, its derivative with respect to the tilde-marked co-
ordinates (which are functions of the non-tilded ones) is cal-
culated according to the rule

∂gετ
∂x̃ν
=
∂gετ
∂xρ
∂xρ

∂x̃ν
,

Rabounski D. and Borissova L. Physical Observables in General Relativity and the Zelmanov Chronometric Invariants 11



Volume 19 (2023) PROGRESS IN PHYSICS Issue 1 (June)

and thus the first term in the brackets, taking the rule of trans-
formation of thefundamental metric tensor into account, takes
the form

∂g̃µσ

∂x̃ν
=
∂gετ
∂xρ
∂xρ

∂x̃ν
∂xε

∂x̃µ
∂xτ

∂x̃σ
+ gετ

(
∂xτ

∂x̃σ
∂2xε

∂x̃ν∂x̃µ
+
∂xε

∂x̃µ
∂2xτ

∂x̃ν∂x̃σ

)
.

Calculating the rest of theterms of the tilde-marked Chris-
toffel symbols and transposing their free indices we obtain

Γ̃µν,σ = Γερ,τ
∂xε

∂x̃µ
∂xρ

∂x̃ν
∂xτ

∂x̃σ
+ gετ

∂xτ

∂x̃σ
∂2xε

∂x̃µ∂x̃ν
,

Γ̃αµν = Γ
γ
ερ

∂x̃α

∂xγ
∂xε

∂x̃µ
∂xρ

∂x̃ν
+
∂x̃α

∂xγ
∂2xγ

∂x̃µ∂x̃ν
.

We see that the Christoffel symbols are not transformed
in the same way as tensors, hence they are not tensors.

Tensors can be represented as matrices. But in practice,
such a form can only be possible for tensors of the 1st or 2nd
rank (one-row and flat matrices, respectively). For instance,
the tensor of an elementary four-dimensional displacement
can be represented in the form of a one-row matrix

dxα =
(
dx0, dx1, dx2, dx3) ,

the four-dimensional fundamental metric tensor can be repre-
sented in the form of a flat matrix

gαβ =


g00 g01 g02 g03

g10 g11 g12 g13

g20 g21 g22 g23

g30 g31 g32 g33

 ,
and tensors of the 3rd rank are three-dimensional matrices.
Representing tensors of higher ranks as matrices is problem-
atic and not visual.

Now let us turn to tensor algebra, the branch of tensor
calculus that focuses on algebraic operations with tensors.

Only same-type tensors of the same rank with indices in
the same position can be added or subtracted. Adding up two
n-rank tensors of the same type gives a new tensor of the same
type and rank, the components of which are the sums of the
corresponding components of the added tensors. For instance

Aα + Bα = Dα, Aαβ + Bαβ = Dαβ .

Multiplication is allowed not only for tensors of the same
type, but also for any tensors of any rank. External multipli-
cation of a tensor of the n-rank by a tensor of the m-rank gives
a new tensor of the (n+m)-rank

Aαβ Bγ = Dαβγ , AαBβγ = Dβγα .

Contraction is the multiplication of tensors of the same
rank when some of their indices are the same. Contraction of
tensors across all indices yields a scalar

AαBα = C , Aγαβ Bαβγ = D .

Often the multiplication of tensors entails the contraction
of some of their indices. Such multiplication is known as in-
ner multiplication, which means that some indices become
contracted when the tensors are multiplied. Below is an ex-
ample of internal multiplication

Aασ Bσ = Dα , Aγασ Bβσγ = Dβα .

Using internal multiplication of geometric objects we can
determine whether they are tensors or not. This is the so-
called fraction theorem.

Fraction theorem: If Bσβ is a tensor and its internal
multiplication with a geometric object A (α, σ) is a ten-
sor D (α, β), i.e., A (α, σ) Bσβ =D (α, β), then this ob-
ject A (α, σ) is also a tensor.

According to this theorem, if internal multiplication of an
object Aασ with a tensor Bσβ gives another tensor Dβα

Aασ Bσβ = Dβα ,

then this object Aασ is a tensor. Or, if internal multiplication
of an object Aασ and a tensor Bσβ gives a tensor Dαβ

Aα··σ Bσβ = Dαβ,

then the object Aα··σ is a tensor.
The geometric properties of any metric space are deter-

mined by its fundamental metric tensor, which can lift and
lower the indices in the objects of this metric space. In Rie-
mannian spaces, the space metric has a square form, which is
ds2 = gαβdxαdxβ and is known also as the Riemannian met-
ric, so the fundamental metric tensor of a Riemannian space
is a tensor of the 2nd rank gαβ. The mixed fundamental metric
tensor gβα is equal to the unit tensor gβα = gασgσβ = δ

β
α . The di-

agonal components of the unit tensor are units, while its rest
(non-diagonal) components are zeroes. Using the unit tensor
we can replace the indices in four-dimensional quantities

δ
β
α Aβ = Aα , δνµδ

σ
ρ Aµρ = Aνσ.

Contracting any tensor of the 2nd rank with the funda-
mental metric tensor gαβ yields a scalar known as the tensor
spur or its trace

gαβAαβ = Aσσ = A .

For example, the spur of the fundamental metric tensor in
a four-dimensional pseudo-Riemannian space is 4

gαβ g
αβ = gσσ = g

0
0 + g

1
1 + g

2
2 + g

3
3 = δ

0
0 + δ

1
1 + δ

2
2 + δ

3
3 = 4.

As mentioned on page 6, the chr.inv.-metric tensor hik has
all properties of the fundamental metric tensor gαβ throughout
the observer’s three-dimensional spatial section (his three-
dimensional reference space). Therefore, hik can lower, lift
and replace indices in chr.inv.-quantities. Accordingly, the
spur (trace) of any three-dimensional chr.inv.-tensor is ob-
tained by contracting it with hik. For instance, the spur (trace)
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of the tensor of the rate of deformations of the observer’s
space, Dik, is the chr.inv.-scalar

D = Dm
m = hikDik ,

the physical sense of which is the rate of relative expansion
or contraction of the elementary volume of the observer’s ref-
erence space.

The scalar product of two vectors Aα and Bα (tensors of
the 1st rank) in a four-dimensional pseudo-Riemannian space
is formulated as

gαβAαBβ = AαBα = A0 B0 + Ai Bi.

Scalar product is the result of contraction, because the
multiplication of vectors contracts all their indices. There-
fore, the scalar product of two vectors (tensors of the 1st rank)
is always a scalar (tensor of zero rank). If both the vectors are
the same, their scalar product

gαβAαAβ = AαAα = A0 A0 + Ai Ai

is the square of the given vector Aα, the length of which is
expressed as

A = |Aα| =
√
gαβ AαAβ .

The four-dimensional pseudo-Riemannian space, which
is the space-time of General Relativity, by its definition has
the sign-alternating metric, i.e., the fundamental metric ten-
sor has the sign-alternating signature (+−−−) or (−+++). In
this case, the lengths of four-dimensional vectors can be real,
imaginary or zero. Vectors with non-zero (real or imaginary)
lengths are known as non-isotropic vectors; they are tangen-
tial to non-isotropic trajectories. Vectors with zero length are
known as isotropic vectors; they are tangential to isotropic
trajectories (trajectories of light-like particles).

In the three-dimensional Euclidean space, the scalar prod-
uct of two vectors is a scalar quantity, the numerical value of
which is equal to the product of their lengths and the cosine
of the angle between them

Ai Bi = |Ai ||Bi | cos
(
Ai; Bi) .

From the above formula it follows that the scalar product
of two vectors is zero, if the vectors are orthogonal to each
other. In other words, from a geometric point of view, the
scalar product of two vectors is the projection of one vector
onto the other. If the vectors are the same, then the vector
is projected onto itself, so the result of this projection is the
square of its length.

Theoretically, at each point of any Riemannian space, a
tangential flat space can be set, the basis vectors of which are
tangential to the basis vectors of the Riemannian space at this
point. Then, the metric of the tangential flat space is also the
metric of the Riemannian space at this point. Therefore, the

above formula is also true, if we consider the angle between
the three-dimensional coordinate lines and the time lines in
the space thereby replacing the Roman (three-dimensional
spatial) indices with the Greek (four-dimensional) ones.

Denote the chr.inv.-projections of arbitrary vectors Aα and
Bα onto the time line and the three-dimensional spatial sec-
tion of an observer as follows

a =
A0
√
g00
, ai = Ai,

b =
B0
√
g00
, bi = Bi,

then their remaining components have the form

A0 =
a + 1

c vi a
i

1 − w
c2

, Ai = − ai −
a
c
vi ,

B0 =
b + 1

c vi b
i

1 − w
c2

, Bi = − bi −
b
c
vi .

Substituting the chr.inv.-projections of the vectors Aα and
Bα into the formulae for Aα Bα and AαAα, we obtain

Aα Bα = ab − ai bi = ab − hik aibk,

AαAα = a2 − ai ai = a2 − hik aiak.

From here, we see that the square of the length of any vec-
tor is the difference between the squares of the lengths of its
time and spatial chr.inv.-projections. If both these projections
are the same, then the vector’s length is zero, so the vector
is isotropic. Hence, any isotropic vector equally belongs to
the time line and the spatial section. The equality of its time
projection to its spatial projection also means that this vector
is orthogonal to itself. If its time projection is “longer” than
its spatial projection, then this vector is real. If the spatial
projection is “longer”, then this vector is imaginary.

The latter can be illustrated by the square of the length of
the space-time interval

ds2 = gαβ dxαdxβ = dxαdxα = dx0 dx0 + dxi dxi,

which in terms of chr.inv.-quantities has the form

ds2 = c2dτ2− dxi dxi = c2dτ2− hik dxidx k = c2dτ2− dσ2.

Its length ds can be real, imaginary or zero, depending
on whether ds is time-like c2dτ2 > dσ2, which is the case
along sublight-speed real trajectories, space-like c2dτ2 < dσ2,
which is the case of imaginary superluminal-speed trajecto-
ries, or isotropic c2dτ2 = dσ2, which is the case of light-like
(isotropic) trajectories, respectively.

The vector product of two vectors Aα and Bα is a tensor of
the 2nd rank Vαβ, obtained from their external multiplication
according to the rule

Vαβ = [ Aα; Bβ ] =
1
2
(
AαBβ− AβBα

)
=

1
2

∣∣∣∣∣∣ Aα Aβ

Bα Bβ

∣∣∣∣∣∣ .
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As it is easy to see, in this case the order in which the
vectors are multiplied matters, i.e., the order in which we
write down the tensor indices is important. For this reason,
the tensors obtained as vector products are called antisymmet-
ric tensors. In an antisymmetric tensor we have Vαβ =−Vβα,
where its indices being moved “reserve” their places as dots,
gασVσβ =V ·βα· , thereby showing the place from where the spe-
cific index was moved. In symmetric tensors there is no need
to “reserve” places for moved indices, because the order in
which they appear does not matter. For example, the fundam-
ental metric tensor is symmetric gαβ = gβα, and the Riemann-
Christoffel tensor of the curvature of space Rα···

·βγδ is symmetric
with respect to transposition over a pair of its indices and an-
tisymmetric within each pair of the indices. It is obvious that
only tensors of the 2nd rank or higher ranks can be symmetric
or antisymmetric.

All diagonal components of any antisymmetric tensor by
its definition are zeroes. For instance, in an antisymmetric
tensor of the 2nd rank we have

Vαα = [ Aα; Bα ] =
1
2
(
AαBα− AαBα

)
= 0 .

In the three-dimensional Euclidean space, the numerical
value of the vector product of two vectors is defined as the
area of the parallelogram formed by them and is equal to the
product of their moduli multiplied by the sine of the angle
between them

V ik = |Ai ||Bk | sin
(
Ai; Bk) .

This means that the vector product of two vectors, i.e.,
any antisymmetric tensor of the 2nd rank, is a pad oriented in
space according to the directions of the vectors forming it.

The contraction of an antisymmetric tensor Vαβ with any
symmetric tensor Aαβ = AαAβ is zero. Naturally, since Vαα = 0
and Vαβ =−Vβα we have

VαβAαAβ = V00 A0A0 + V0i A0Ai + Vi0 AiA0 + Vik AiAk = 0 .

According to the theory of chronometric invariants, an
antisymmetric tensor of the 2nd rank Vαβ has the following
chr.inv.-projections

V00

g00
= 0 ,

V ·i0 ·
√
g00
= −

V i·
·0
√
g00
=

1
2
(
abi − bai) ,

V ik =
1
2
(
aibk − akbi) ,

which are expressed here with the chr.inv.-projections of its
forming (multiplied) vectors Aα and Bα: here a and b are the
chr.inv.-projections of the multiplied vectors Aα and Bα onto
the time line of the observer, and ai and bi are their chr.inv.-
projections onto the observer’s spatial section (which is his
three-dimensional reference space).

The first chr.inv.-projection of the antisymmetric tensor
Vαβ is zero, since in any antisymmetric tensor all its diago-
nal components are zeroes. The third physically observable
chr.inv.-quantity V ik is the projection of the tensor Vαβ onto
the observer’s spatial section. It is analogous to a vector
product in the three-dimensional space. The second chr.inv.-
quantity of the above is the space-time (mixed) projection of
Vαβ. It has no equivalent among the components of a regular
three-dimensional vector product.

The square of an antisymmetric tensor of the 2nd rank
Vαβ, formulated with the chr.inv.-projections of its forming
vectors Aα and Bα, is calculated as

VαβVαβ =
1
2
(
ai ai bk bk − ai bi ak bk)+
+ abai bi −

1
2
(
a2bi bi − b2ai ai) .

The asymmetry of tensor fields is determined by reference
antisymmetric tensors. Such references in the Galilean refer-
ence frame* are Levi-Civita’s tensors: for four-dimensional
quantities this is the four-dimensional completely antisym-
metric unit tensor eαβµν, while for three-dimensional quanti-
ties this is the three-dimensional completely antisymmetric
unit tensor eikm. The components of the Levi-Civita tensors,
which have all indices different, are either +1 or −1 depend-
ing on the number of transpositions of their indices. All the
remaining components, i.e., those having at least two coin-
ciding indices, are zeroes. Moreover, with the space signa-
ture (+−−−) we are using, all non-zero contravariant com-
ponents of the Levi-Civita tensors have the opposite sign to
their corresponding covariant components†. For instance, in
the Minkowski space we have

gασ gβρ gµτ gνγ eσρτγ = g00g11g22 g33 e0123 = −e0123,

giα gkβgmγ eαβγ = g11 g22g33 e123 = −e123,

since g00 = 1 and g11 = g22 = g33 =−1 with the space signature
(+−−−) we are using. In this case, the components of the
tensor eαβµν are

e0123 = +1, e1023 = −1, e1203 = +1, e1230 = −1,

e0123 = −1, e1023 = +1, e1203 = −1, e1230 = +1,

and the components of the tensor eikm are

e123 = +1, e213 = −1, e231 = +1,

e123 = −1, e213 = +1, e231 = −1.

*A Galilean reference frame is one that does not rotate, is not sub-
ject to deformation, and falls freely in the space-time of Special Relativity
(Minkowski space). The time lines in the Galilean reference frame are lin-
ear, as are the three-dimensional coordinate axes.

†If the space signature is (−+++), then what has been said is true only
for the four-dimensional Levi-Civita tensor eαβµν. The components of the
three-dimensional Levi-Civita tensor eikm will have the same sign as well as
the corresponding components of the eikm tensor.
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In general, the tensor eαβµν is related to the tensor eikm

as follows e0ikm = eikm. Because we have an arbitrary choice
for the sign of the first component, we can choose e0123 =−1
and e123 =−1. Then the remaining components of eikm will
change respectively.

Multiplying the four-dimensional antisymmetric unit ten-
sor eαβµν by itself we obtain a regular tensor of the 8th rank
with the non-zero components determined by the matrix

eαβµνeστργ = −


δασ δατ δαρ δαγ

δ
β
σ δ

β
τ δ

β
ρ δ

β
γ

δ
µ
σ δ

µ
τ δ

µ
ρ δ

µ
γ

δνσ δντ δνρ δνγ

 .
The remaining properties of the tensor eαβµν are deduced

from the previous by means of contraction of their indices

eαβµνeστρν = −


δασ δατ δαρ

δ
β
σ δ

β
τ δ

β
ρ

δ
µ
σ δ

µ
τ δ

µ
ρ

 ,
eαβµνeστµν = −2

(
δασ δατ
δ
β
σ δ

β
τ

)
= −2

(
δασδ

β
τ − δ

β
σδ
α
τ

)
,

eαβµνeσβµν = −6δασ , eαβµνeαβµν = −6δαα = −24.

Multiplying the three-dimensional antisymmetric unit
tensor eikm by itself we obtain a regular tensor of the 6th rank

eikmerst =


δir δis δit
δkr δks δkt
δmr δms δmt

 .
The remaining properties of the tensor eikm are

eikmersm = −

( δir δis
δkr δks

)
= δisδ

k
r − δ

i
rδ

k
s ,

eikmerkm = 2δir , eikmeikm = 2δii = 6.

The completely antisymmetric unit tensor determines for
a tensor object its corresponding pseudotensor, marked with
asterisk. For instance, any four-dimensional scalar, vector
and tensors of the 2nd, 3rd, and 4th ranks have corresponding
four-dimensional pseudotensors of the following ranks

V∗αβµν = eαβµνV , V∗αβµ = eαβµνVν , V∗αβ =
1
2

eαβµνVµν ,

V∗α =
1
6

eαβµνVβµν , V∗ =
1
24

eαβµνVαβµν ,

where pseudotensors of the 1st rank, such as V∗α, are called
pseudovectors, while pseudotensors of zero rank, such as V∗,
are called pseudoscalars. Any tensor and its corresponding
pseudotensor are known as dual to each other to emphasize

their common genesis. So, three-dimensional antisymmetric
tensors have their corresponding three-dimensional pseudo-
tensors

V∗ikm = eikmV , V∗ik = eikmVm ,

V∗i =
1
2

eikmVkm , V∗ =
1
6

eikmVikm .

Pseudotensors are called such because, in contrast to reg-
ular tensors, they do not change when reflected with respect
to one of the coordinate axes. For instance, when reflected
with respect to the abscissa axis x1 =−x̃1, x2 = x̃2, x3 = x̃3, the
reflected component of an antisymmetric tensor Vik, orthog-
onal to x1, is Ṽ23 =−V23, while the dual component of the
pseudovector V∗i retains the original sign unchanged

V∗1=
1
2

e1kmVkm =
1
2
(
e123V23+e132V32

)
=V23 ,

Ṽ∗1=
1
2

ẽ1kmṼkm =
1
2

ek1mṼkm =
1
2
(
e213Ṽ23+e312Ṽ32

)
=V23 .

Since any four-dimensional antisymmetric tensor of the
2nd rank and its dual pseudotensor are of the same rank, their
contraction yields a pseudoscalar, which is

VαβV∗αβ = Vαβ eαβµνVµν = eαβµνBαβµν = B∗.

The square of a pseudotensor V∗αβ and a pseudovector
V∗i, expressed with their dual tensors, are

V∗αβV∗αβ = eαβµνVµνeαβρσVρσ = −24VµνVµν,

V∗i V∗i = eikmVkmeipqVpq = 6VkmVkm.

We cannot set a Galilean reference frame in an inhomo-
geneous and anisotropic pseudo-Riemannian space. In such
a general space, the antisymmetry references of tensor fields
depend on the inhomogeneity and anisotropy of the space it-
self, which are determined by the fundamental metric tensor,
and a reference antisymmetric tensor is the four-dimensional
completely antisymmetric discriminant tensor

Eαβµν =
eαβµν
√
−g
, Eαβµν = eαβµν

√
−g.

The proof is the following. Transformation of the four-
dimensional completely antisymmetric unit tensor eαβµν from
a Galilean (non-tilde-marked) reference frame into an arbi-
trary (tilde-marked) reference frame is

ẽαβµν =
∂xσ

∂x̃α
∂xγ

∂x̃β
∂xε

∂x̃µ
∂xτ

∂x̃ν
eσγετ = Jeαβµν ,

where

J = det
∥∥∥∥∥∂xα∂x̃σ

∥∥∥∥∥ = det

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥

∂x0

∂x̃0
∂x0

∂x̃1
∂x0

∂x̃2
∂x0

∂x̃3

∂x1

∂x̃0
∂x1

∂x̃1
∂x1

∂x̃2
∂x1

∂x̃3

∂x2

∂x̃0
∂x2

∂x̃1
∂x2

∂x̃2
∂x2

∂x̃3

∂x3

∂x̃0
∂x3

∂x̃1
∂x3

∂x̃2
∂x3

∂x̃3

∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
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is the determinant of Jacobi’s matrix known also as the Jacob-
ian of the transformation. Because the fundamental metric
tensor gαβ is transformable according to the rule

g̃αβ = gµν
∂xµ

∂x̃α
∂xν

∂x̃β

and since its determinant in the tilde-marked frame is

g̃ = det
∥∥∥∥∥ gµν ∂xµ∂x̃α ∂xν∂x̃β

∥∥∥∥∥ = J2g,

then, in the Galilean (non-tilde-marked) reference frame,

g = det
∥∥∥gαβ∥∥∥ = det

∥∥∥∥∥∥∥∥∥∥∥
1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1

∥∥∥∥∥∥∥∥∥∥∥ = −1,

and, hence, J2 =− g̃2. Denoting ẽαβµν in an arbitrary reference
frame as Eαβµν and writing down the metric tensor in a regular
non-tilde-marked form, we obtain

Eαβµν = eαβµν
√
−g

as expected at the very beginning, which was to be proved. In
the same way, we obtain the transformation rule

Eαβµν =
eαβµν
√
−g

for the components Eαβµν, because for them

g = g̃ J̃ 2, J̃ = det
∥∥∥∥∥∂x̃α∂xσ

∥∥∥∥∥ .
The discriminant tensor Eαβµν is not a physical observable

quantity. For this reason, Zelmanov had introduced the four-
dimensional discriminant tensor εαβγ

εαβγ = hαµhβν hγρbσEσµνρ = bσEσαβγ,

εαβγ = hµα hνβh
ρ
γ bσEσµνρ = bσEσαβγ ,

which in the accompanying reference frame of an observer
(bi = 0) and taking into account that

√
−g =

√
h
√
g00 accord-

ing to the theory of chronometric invariants transforms into
the three-dimensional chr.inv.-discriminant tensor εikm

εikm = b0 E0ikm =
√
g00 E0ikm =

eikm

√
h
,

εikm = b0E0ikm =
E0ikm
√
g00
= eikm

√
h ,

for which, as is easy to obtain, we have

∗∇l εijk = 0 , ∗∇l ε
ijk = 0 ,

∗∂εijk

∂t
= εijk D ,

∗∂εijk

∂t
= −εijkD ,

where D is the spur (trace) of the chr.inv.-tensor Dik charac-
terizing the rate of deformations of the observer’s space

D = hikDik = Dn
n =

∗∂ ln
√

h
∂t

, h = det ∥hik∥ .

The three-dimensional chr.inv.-discriminant tensor εikm is
the physical observable reference of the asymmetry of tensor
fields in the observer’s reference space. Using the εikm, we
can transform antisymmetric chr.inv.-tensors into the corre-
sponding chr.inv.-pseudotensors.

For example, for the chr.inv.-tensor Aik of the angular ve-
locity of rotation of the observer’s space, we have the chr.inv.-
pseudovector Ω∗i of this rotation

Ω∗i =
1
2
εikmAkm , Ω∗i =

1
2
εimn Amn, Aik = εmikΩ∗m ,

εipqΩ∗i =
1
2
εipqεimn Amn =

1
2

(
δ

p
mδ

q
n − δ

q
mδ

p
n

)
Amn = Apq.

With the chr.inv.-pseudovector Ω∗i the Zelmanov identi-
ties (page 7) connecting the chr.inv.-quantities Fi and Aik take
the form, respectively,

2
√

h

∗∂

∂t
(√

hΩ∗i
)
+ εijk ∗∇j Fk = 0 ,

∗∇k Ω
∗k +

1
c2 Fk Ω

∗k = 0 .

Next we consider the absolute differential and absolute
directional derivative.

In geometry, a differential of a function is its variation
between two infinitely close points with the coordinates xα

and xα+ dxα. Respectively, the absolute differential in an n-
dimensional space represents the change of an n-dimensional
quantity between two infinitely close points in this space. For
continuous functions, which we commonly deal with in prac-
tice, their variations between infinitely close points are in-
finitesimal. But in order to determine an infinitesimal varia-
tion of a tensor quantity, we cannot use a simple “difference”
between its numerical values at the neighbouring points xα

and xα+ dxα, because tensor algebra does not determine it.
This ratio can only be determined using the rules for trans-
forming tensors from one reference frame to another. As a
consequence, differential operators and the results of their ap-
plication to tensors must be tensors.

For instance, the absolute differential of a tensor quantity
is a tensor of the same rank as the original tensor itself. The
absolute differential of a scalar φ is the scalar

Dφ =
∂φ

∂xα
dxα,

which in the accompanying reference frame of an observer
(bi = 0) takes the form

Dφ =
∗∂φ

∂t
dτ +

∗∂φ

∂xi dxi,
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where, apart from the three-dimensional observable differen-
tial (second term), there is an additional term that takes into
account the dependence of the absolute differential Dφ on the
physically observable time interval dτ.

The absolute differential of a contravariant vector Aα is
formulated with the absolute derivation operator ∇ (nabla)
and has the following form

DAα = ∇σ Aαdxσ =
∂Aα

∂xσ
dxσ + ΓαµσAµdxσ =

= dAα + ΓαµσAµdxσ,

where ∇σ Aα is the absolute derivative of Aα with respect to
xσ, and d stands for regular differentials

∇σ Aα =
∂Aα

∂xσ
+ ΓαµσAµ,

d =
∂

∂xα
dxα.

Formulating the absolute differential with physical ob-
servable quantities is equivalent to projecting its general co-
variant form onto the time line and the spatial section in the
accompanying reference frame of an observer. According to
the theory of chronometric invariants, the physically observ-
able chr.inv.-projections of the absolute differential of a vector
Aα are the quantities

T = bαDAα =
g0αDAα
√
g00

, Bi = hi
αDAα.

Denoting the chr.inv.-projections of the vector Aα as

φ =
A0
√
g00
, qi = Ai,

we calculate its remaining components, which, when express-
ed in terms of the φ and qi take the form

A0 = φ
(
1 −

w
c2

)
, A0 =

φ + 1
c vi q

i

1 − w
c2

, Ai = −qi −
φ

c
vi .

Taking the chr.inv.-formula for the regular differential

d =
∗∂

∂t
dτ +

∗∂

∂xi dxi

into account, we substitute them and also the regular Christ-
offel symbols expressed in terms of chr.inv.-quantities (see
page 10) into the T and Bi. As a result we obtain the chr.inv.-
projections of the absolute differential of the vector Aα in the
final chr.inv.-form

T = bαDAα = dφ +
1
c
(
−Fi qidτ + Dik qidxk) ,

Bi = hi
σDAσ = dqi +

(
φ

c
dxk + qkdτ

) (
Di

k + A·ik ·
)
−

−
φ

c
F idτ + ∆i

mk qmdxk.

The directional derivative of a function is its change with
respect to the elementary displacement along the given direc-
tion. The absolute directional derivative in an n-dimensional
space is the change of an n-dimensional quantity with respect
to an elementary n-dimensional interval along the given di-
rection in the space.

For instance, the absolute derivative of a scalar function
φ to a direction along a curve xα = xα(ρ), where ρ is a non-
zero monotone parameter along this curve, expresses the rate
at which this function φ changes

Dφ
dρ
=

dφ
dρ
,

which in the accompanying reference frame of an observer is

Dφ
dρ
=
∗∂φ

∂t
dτ
dρ
+
∗∂φ

∂xi

dxi

dρ
.

The absolute derivative of a vector Aα to the given direc-
tion tangential to a curve xα = xα(ρ) is

DAα

dρ
= ∇σ Aα

dxσ

dρ
=

dAα

dρ
+ ΓαµσAµ

dxσ

dρ
,

and its chr.inv.-projections are

bα
DAα

dρ
=

dφ
dρ
+

1
c

(
−Fi qi dτ

dρ
+ Dik qi dxk

dρ

)
,

hi
σ

DAσ

dρ
=

dqi

dρ
+

(
φ

c
dxk

dρ
+ qk dτ

dρ

) (
Di

k + A·ik ·
)
−

−
φ

c
F i dτ

dρ
+ ∆i

mk qm dxk

dρ
.

The equations of motion of a particle are based on the ab-
solute directional derivative of the particle’s world vector. For
this reason, the above chr.inv.-projections are the “generic”
chr.inv.-equations of motion.

The divergence of a tensor field is its “change” along a co-
ordinate axis. Respectively, the absolute divergence of an n-
dimensional tensor field is its divergence in an n-dimensional
space. The divergence of a tensor field is the result of contrac-
tion of the field tensor with the absolute derivation operator
∇. The divergence of a vector field Aα is the scalar

∇σ Aσ =
∂Aσ

∂xσ
+ ΓσσµAµ,

and the divergence of a field of a 2nd rank tensor, say the
tensor Fαβ, is the vector

∇σ Fσα =
∂Fσα

∂xσ
+ ΓσσµFαµ + ΓασµFσµ,

where, as it can be proved, Γσσµ is

Γσσµ =
∂ ln
√
−g

∂xµ
.
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To prove this, we use the definition of the regular Christ-
offel symbols (see page 9), which, when re-written with the
above indices has the form

Γσσµ = g
σρΓµσ,ρ =

1
2
gσρ

(
∂gµρ

∂xσ
+
∂gσρ

∂xµ
−
∂gµσ

∂xρ

)
,

where, since σ and ρ are free indices here, they can change
their sites. As a result, after contracting with the tensor gσρ

the first and the last terms of the above formula for Γσσµ cancel
each other, so the formula for Γσσµ simplifies as

Γσσµ =
1
2
gσρ
∂gσρ

∂xµ
.

The quantities gσρ are the components of a tensor recip-
rocal to the tensor gσρ. For this reason, each component of
the matrix gσρ is formulated as

gσρ =
aσρ

g
, g = det

∥∥∥gσρ∥∥∥ ,
where aσρ is the algebraic co-factor of the matrix element
with indices σρ, equal to (−1)σ+ρ, multiplied by the deter-
minant of the matrix obtained by crossing the row and the
column with numbers σ and ρ out of the matrix gσρ. As a
result, we obtain aσρ = ggσρ.

Because the determinant of the fundamental metric tensor
by definition is formulated as

g = det
∥∥∥gσρ∥∥∥ =∑

α0...α3

(−1)N(α0...α3) g0(α0) g1(α1) g2(α2) g3(α3) ,

then the quantity dg is dg= aσρdgσρ = ggσρdgσρ, or

dg
g
= gσρdgσρ .

Integrating the left hand side gives ln (−g), because the
g is negative while logarithm is determined for only positive
functions. Then, we have d ln (−g) = dg

g
. Taking into account

that
√
−g = 1

2
ln (−g), we obtain

d ln
√
−g =

1
2
gσρdgσρ ,

so the above Γσσµ takes the form

Γσσµ =
1
2
gσρ
∂gσρ

∂xµ
=
∂ ln
√
−g

∂xµ
,

which was to be proved.
The divergence of a vector field Aα is a scalar quantity.

Hence∇σ Aσ cannot be projected onto a time line and a spatial
section. But this is enough to express ∇σ Aσ with the chr.inv.-
projections of the Aα and the physically observable proper-
ties of the observer’s reference space. Besides that, the reg-
ular derivation operators must be replaced with the chr.inv.-
derivation operators.

Assuming the above notation φ and qi for the chr.inv.-
projections of the vector Aα, we express the remaining com-
ponents of the Aα with them. Then, substituting the regular
derivation operators expressed with the chr.inv.-derivation op-
erators (marked by asterisk, see their definition on page 7)

∂

∂t
=
√
g00

∗∂

∂t
,

√
g00 = 1 −

w
c2 ,

∂

∂xi =
∗∂

∂xi −
1
c2 vi

∗∂

∂t
,

into the general formula for ∇σ Aσ (page 17) and taking into
account that

√
−g =

√
h
√
g00 , after some algebra we obtain

the ∇σ Aσ in the extended chr.inv.-form

∇σ Aσ =
1
c

(
∗∂φ

∂t
+ φD

)
+
∗∂qi

∂xi + qi
∗∂ ln
√

h
∂xi −

1
c2 Fi qi.

In the third term of this formula, the quantity

∗∂ ln
√

h
∂xi = ∆

j
ji

stands for the chr.inv.-Christoffel symbols ∆k
ji contracted by

two indices. Therefore, by analogy with the definition of the
absolute divergence of a four-dimensional vector field Aα (see
page 17), Zelmanov called the quantity

∗∇i qi =
∗∂qi

∂xi + qi
∗∂ ln
√

h
∂xi =

∗∂qi

∂xi + qi∆
j
ji

the chr.inv.-divergence of a three-dimensional chr.inv.-vector
field qi. Thus the ∇σ Aσ takes the final chr.inv.-form

∇σ Aσ =
1
c

(
∗∂φ

∂t
+ φD

)
+ ∗∇i qi −

1
c2 Fi qi.

The first term of this formula has no equivalent. It is made
up of two parts. The first part is the observable change in time
of the time projection φ of the vector Aα. The second part φD,
since the spur (trace) D= hikDik of the chr.inv.-tensor Dik is
the observable rate of relative expansion or compression of an
elementary volume of the observer’s space, is the observable
change of the elementary volume of the three-dimensional
observable vector field qi in time.

The difference between the last two terms of this formula,
which make up the chr.inv.-quantity

∗∇̃i qi = ∗∇i qi −
1
c2 Fi qi,

Zelmanov called the physical chr.inv.-divergence, because the
chr.inv.-quantity ∗∇̃i qi takes into account the fact that, in a
real physical space, the flow of time is different on the oppo-
site walls of an elementary volume.

Generally speaking, when calculating the divergence of a
field we consider an elementary volume of the space, so we
calculate the difference between the amounts of a “substance”

18 Rabounski D. and Borissova L. Physical Observables in General Relativity and the Zelmanov Chronometric Invariants



Issue 1 (June) PROGRESS IN PHYSICS Volume 19 (2023)

which flows in and out of the volume over an elementary time
interval. The gravitational inertial force F i results in a differ-
ent flow of time at different points: the beginnings as well as
the ends of the time intervals measured on the opposite walls
of a volume will not coincide, which makes these time inter-
vals inapplicable for comparison. Synchronization of clocks
on the opposite walls of the volume will give the true result:
the measured time intervals will be different. That is, the
physical chr.inv.-divergence ∗∇̃i qi is a physical observable in
the observer’s three-dimensional reference space, which is
analogous to a regular divergence.

Next we deduce the chr.inv.-projections of the absolute
divergence ∇σFσα of an antisymmetric tensor Fαβ =−Fβα

∇σFσα =
∂Fσα

∂xσ
+ ΓσσµFαµ + ΓασµFσµ =

=
∂Fσα

∂xσ
+
∂ ln
√
−g

∂xµ
Fαµ,

we need to obtain Maxwell’s equations in chr.inv.-form. Here
in this formula, the third term ΓασµFσµ is zero, because con-
tracting the Christoffel symbols Γασµ (they are symmetric by
their lower indices) with the antisymmetric tensor Fσµ gives
zero as in the case of any symmetric and antisymmetric geo-
metric objects.

The quantity ∇σFσα is a four-dimensional vector, there-
fore its chr.inv.-projections are

T = bα∇σFσα, Bi = hi
α∇σFσα = ∇σFσi.

Denoting the chr.inv.-projections of the tensor Fαβ as

Ei =
F ·i0 ·
√
g00
, Hik = F ik,

we obtain the remaining non-zero components of the Fαβ ex-
pressed with its chr.inv.-projections

F ·00 · =
1
c
vk Ek,

F ·0k · =
1
√
g00

(
Ei −

1
c
vn H ·nk · −

1
c2 vk vn En

)
,

F0i =
Ei − 1

c vk Hik

√
g00

,

F0i = −
√
g00 Ei ,

F ·ki· = −H ·ki· −
1
c
vi Ek,

Fik = Hik +
1
c

(vi Ek − vk Ei) ,

and also the square of the tensor Fαβ in the form as well ex-
pressed with its chr.inv.-projections

FαβFαβ = Hik Hik − 2 Ei Ei.

Substituting these formulae into the above general formu-
lae for T and Bi and then replacing the regular derivation op-
erators with the chr.inv.-derivation operators, after some alge-
bra we obtain the formulae for the chr.inv.-projections T and
Bi of the absolute divergence ∇σFσα of the antisymmetric
tensor Fαβ =−Fβα in detail

T =
∇σF ·σ0 ·
√
g00
=
∗∂Ei

∂xi + Ei
∗∂ ln
√

h
∂xi −

1
c

HikAik ,

Bi = ∇σFσi =
∗∂Hik

∂xk + Hik
∗∂ ln
√

h
∂xk −

1
c2 Fk Hik −

−
1
c

(
∗∂Ei

∂t
+ DEi

)
.

Taking into account that

∗∂Ei

∂xi + Ei
∗∂ ln
√

h
∂xi = ∗∇i Ei

is the chr.inv.-divergence of the vector Ei, and also that

∗∂Hik

∂xk + Hik
∗∂ ln
√

h
∂xk −

1
c2 Fk Hik =

= ∗∇k Hik −
1
c2 FkHik = ∗∇̃k Hik

is the physical chr.inv.-divergence of the tensor Hik, we arrive
at the final formulae for chr.inv.-projections of the absolute
divergence ∇σFσα of the antisymmetric tensor Fαβ

T = ∗∇i Ei −
1
c

HikAik ,

Bi = ∗∇̃k Hik −
1
c

(
∗∂Ei

∂t
+ DEi

)
.

Calculate the chr.inv.-projections of the absolute diver-
gence ∇σF∗σα of the pseudotensor F∗αβ dual to the antisym-
metric tensor Fαβ. For such a dual pseudotensor we have

F∗αβ =
1
2

EαβµνFµν , F∗αβ =
1
2

EαβµνFµν.

Denoting its chr.inv.-projections as

H∗i =
F∗·i0 ·
√
g00
, E∗ik = F∗ik,

we see that the obvious relations H∗i ∼Hik and E∗ik∼ Ei exist
between the chr.inv.-projections of the antisymmetric tensor
Fαβ and the pseudotensor F∗αβ, which are due to the duality
of these tensors to each other.

As a result of these relations, given that

F∗·i0 ·
√
g00
=

1
2
εipqHpq , F∗ik = − εikpEp ,

the remaining components of the pseudotensor F∗αβ, formu-
lated with the chr.inv.-projections of its dual tensor Fαβ have
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the following form

F∗·00 · =
1

2c
vk ε

kpq
[
Hpq +

1
c
(
vp Eq − vq Ep

)]
,

F∗·0i· =
1

2
√
g00

[
ε
·pq
i· Hpq +

1
c
ε
·pq
i·

(
vp Eq − vq Ep

)
−

−
1
c2 ε

kpqvi vk Hpq −
1
c3 ε

kpqvi vk
(
vp Eq − vq Ep

)]
,

F∗0i =
1

2
√
g00
εipq

[
Hpq +

1
c
(
vp Eq − vq Ep

)]
,

F∗0i =
1
2
√
g00 εipq Hpq,

F∗·ki· = ε
·kp
i· Ep −

1
2c
vi ε

kpqHpq −
1
c2 vi vm ε

mkpEp ,

F∗ik = εikp

(
Ep −

1
c
vq Hpq

)
,

while the square of the pseudotensor F∗αβ has the form

F∗αβF∗αβ = εipq (Ep Hiq − Ei Hpq
)
.

With the above components, after some algebra we obtain
the chr.inv.-projections of the absolute divergence ∇σF∗σα of
the dual pseudotensor F∗αβ in detail

∇σF∗·σ0 ·
√
g00

=
∗∂H∗i

∂xi + H∗i
∗∂ ln
√

h
∂xi −

1
c

E∗ikAik ,

∇σF∗σi =
∗∂E∗ik

∂xi + E∗ik
∗∂ ln
√

h
∂xk −

1
c2 Fk E∗ik −

−
1
c

(
∗∂H∗i

∂t
+ DH∗i

)
,

then, using the formulae for the chr.inv.-divergence ∗∇i H∗i

and the physical chr.inv.-divergence ∗∇̃k E∗ik, we arrive at the
final formulae for chr.inv.-projections of the absolute diver-
gence ∇σF∗σα of the dual pseudotensor F∗αβ

∇σF∗·σ0 ·
√
g00

= ∗∇i H∗i −
1
c

E∗ikAik ,

∇σF∗σi = ∗∇̃k E∗ik −
1
c

(
∗∂H∗i

∂t
+ DH∗i

)
.

Apart from the absolute divergence of vectors, antisym-
metric tensors and pseudotensors of the 2nd rank, we need to
deduce the chr.inv.-projections of the absolute divergence of
a symmetric tensor of the 2nd rank (we need them to obtain
the conservation law in chr.inv.-form).

Just as Zelmanov did, we denote the chr.inv.-projections
of a symmetric tensor Tαβ as

T00

g00
= ρ,

T i
0
√
g00
= Ki, T ik = N ik,

whence, following the same algebra as above, we obtain the
chr.inv.-projections of the absolute divergence ∇σTσα of the
symmetric tensor Tαβ in detail

∇σTσ0
√
g00
=
∗∂ρ

∂t
+ ρD + Dik N ik + c ∗∇i Ki −

2
c

Fi Ki,

∇σTσi = c
∗∂Ki

∂t
+ cDKi + 2c

(
Di

k + A·ik ·
)
Kk +

+ c2 ∗∇k N ik − Fk N ik − ρF i.

In addition to the inner (scalar) product of a tensor with
the absolute differentiation operator ∇, which is the absolute
divergence of this tensor field, there may also be a difference
between the covariant derivatives of the field. This quantity
is known as the curl of the field, because from a geometric
point of view it is the vortex (rotation) of the field itself. The
absolute curl is the curl of an n-dimensional tensor field in an
n-dimensional space.

The curl of an arbitrary four-dimensional vector field Aα

is a covariant antisymmetric tensor of the 2nd rank*

Fµν = ∇µ Aν − ∇ν Aµ =
∂Aν
∂xµ
−
∂Aµ
∂xν
,

where ∇µ Aν is the absolute derivative of the Aα with respect
to the coordinate xµ

∇µ Aν =
∂Aν
∂xµ
− ΓσνµAσ .

The curl contracted with the four-dimensional absolutely
antisymmetric discriminant tensor Eαβµν is the pseudotensor

F∗αβ = Eαβµν
(
∇µ Aν − ∇ν Aµ

)
= Eαβµν

(
∂Aν
∂xµ
−
∂Aµ
∂xν

)
.

In electrodynamics, the electromagnetic field tensor Fµν
(Maxwell’s tensor) is the curl of the four-dimensional elec-
tromagnetic field potential Aα. Therefore, we need the for-
mulae for the chr.inv.-projections of the four-dimensional curl
Fµν and its dual pseudotensor F∗αβ expressed in terms of the
chr.inv.-projections of the four-dimensional vector potential
Aα that forms them.

After the same algebra as above, we obtain the chr.inv.-
projections of the absolute curl Fµν =∇µ Aν −∇ν Aµ expressed
in terms of the chr.inv.-projections φ and qi of the vector Aα

forming this curl

F ·i0 ·
√
g00
=
giαF0α
√
g00
= hik

(
∗∂φ

∂xk +
1
c

∗∂qk

∂t

)
−
φ

c2 F i,

F ik = giαgkβFαβ = himhkn
(
∗∂qm

∂xn −
∗∂qn

∂xm

)
−

2φ
c

Aik.

*Strictly speaking, a real geometric curl is not a tensor, but its dual pseu-
dotensor. This is because the invariance with respect to reflection is necessary
for any rotation. See §98 in the very good textbook Riemannsche Geometrie
und Tensoranalysis [18] written by Peter Raschewski (1907–1983), the well-
known expert in Riemannian geometry.
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The remaining components of the curl Fµν =∇µ Aν −∇ν Aµ
with taking into account that F00 = F00 = 0 just like for any
antisymmetric tensor have the form

F0i =

(
1 −

w
c2

) (
φ

c2 Fi −
∗∂φ

∂xi −
1
c

∗∂qi

∂t

)
,

Fik =
∗∂qi

∂xk −
∗∂qk

∂xi +
φ

c

(
∂vi

∂xk −
∂vk
∂xi

)
+

+
1
c

(
vi
∗∂φ

∂xk − vk
∗∂φ

∂xi

)
+

1
c2

(
vi
∗∂qk

∂t
− vk

∗∂qi

∂t

)
,

F ·00 · = −
φ

c3 vk Fk +
1
c
vk

(
∗∂φ

∂xk +
1
c

∗∂qk

∂t

)
,

F ·0k · = −
1
√
g00

[
φ

c2 Fk −
∗∂φ

∂xk −
1
c

∗∂qk

∂t
+

+
2φ
c2 v

mAmk +
1
c2 vk v

m
(
∗∂φ

∂xm +
1
c

∗∂qm

∂t

)
−

−
1
c
vm

(
∗∂qm

∂xk −
∗∂qk

∂xm

)
−
φ

c4 vk vm Fm
]
,

F ·ik · = him
(
∗∂qm

∂xk −
∗∂qk

∂xm

)
−

1
c

himvk
∗∂φ

∂xm −

−
1
c2 himvk

∗∂qm

∂t
+
φ

c3 vk F i +
2φ
c

A·ik · ,

F0k =
1
√
g00

[
hkm

(
∗∂φ

∂xm +
1
c

∗∂qm

∂t

)
−
φ

c2 Fk+

+
1
c
vnhmk

(
∗∂qn

∂xm −
∗∂qm

∂xn

)
−

2φ
c2 vm Amk

]
.

Respectively, the chr.inv.-projections of the dual pseudo-
tensor F∗αβ of the curl Fµν =∇µ Aν −∇ν Aµ have the form

F∗·i0 ·
√
g00
=
g0αF∗αi

√
g00

= εikm
[

1
2

(
∗∂qk

∂xm −
∗∂qm

∂xk

)
−
φ

c
Akm

]
,

F∗ik = εikm
(
φ

c2 Fm −
∗∂φ

∂xm −
1
c

∗∂qm

∂t

)
,

where F∗·i0 · = g0αF∗αi = g0αEαiµνFµν is calculated using the
above components of the curl Fµν.

Laplace’s operator known also as Laplacian is the three-
dimensional derivation operator

∆ = ∇∇ = ∇2 = −gik ∇i∇k .

The four-dimensional generalization of Laplace’s opera-
tor in a pseudo-Riemannian space is d’Alembert’s operator
known also as d’Alembertian

□ = gαβ ∇α∇β .

Let us apply d’Alembert’s operator to a scalar field and
a vector field in the four-dimensional pseudo-Riemannian
space (the space-time of General Relativity), and then express
the calculation results in chr.inv.-form.

First we apply d’Alembert’s operator to a scalar field φ

□φ = gαβ ∇α∇β φ = gαβ
∂φ

∂xα

(
∂φ

∂xβ

)
= gαβ

∂2φ

∂xα∂xβ
,

because in this case the calculation is much simpler: the abso-
lute derivative of a scalar, ∇α φ, does not contain the Christ-
offel symbols, so it becomes the regular derivative.

We express the components of the fundamental metric
tensor in terms of chronometric invariants. For gik we have
gik =−hik (see page 5). The components g0i are obtained from
the formula for the linear velocity of rotation of the observer’s
space vi =−cg0i√g00 (see page 7)

g0i = −
1

c
√
g00
vi.

The component g00 is obtained from the main property
of the fundamental metric tensor gασgβσ = g

β
α . Setting up

α= β= 0 in the mentioned property, we obtain

g0σ g
0σ = g00g

00 + g0ig
0i = δ0

0 = 1,

whence, taking into account that

g00 =

(
1 −

w
c2

)2
, g0i = −

1
c
vi

(
1 −

w
c2

)
,

we obtain the formula

g00 =
1(

1 − w
c2

)2

(
1 −

1
c2 vi v

i
)
, vi v

i = hik v
ivk = v2.

Substituting the obtained formulae for g00, g0i and gik into
the above general formula for □φ and then replacing the
regular derivation operators with the chr.inv.-derivation op-
erators, we obtain the d’Alembertian of the scalar field φ in
chr.inv.-form

□φ = 1
c2

∗∂2φ

∂t2 − hik
∗∂2φ

∂xi∂xk =
∗□φ,

where ∗□ is the chr.inv.-d’Alembert operator, and ∗∆ is the
chr.inv.-Laplace operator

∗□ = 1
c2

∗∂2

∂t2 − hik
∗∂2

∂xi∂xk =
1
c2

∗∂2

∂t2 −
∗∆ ,

∗∆ = hik
∗∂2

∂xi∂xk = −g
ik ∗∇i

∗∇k .

Now, we apply d’Alembert’s operator to an arbitrary four-
dimensional vector field Aα

□Aα = gµν∇µ∇νAα.
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Because □Aα is a four-dimensional vector, the chr.inv.-
projections of it are

T = bσ□Aσ = bσ gµν∇µ∇νAσ,

Bi = hi
σ□Aσ = hi

σg
µν∇µ∇νAσ.

It should be noted that the derivation of the d’Alembertian
of a vector field in a Riemannian space is not a trivial task.
This is because in this case, the Christoffel symbols are not
zeroes and, therefore, the formulae for the chr.inv.-projections
of the second derivatives take many pages*.

So, after some difficult algebra we had obtained formulae
for the chr.inv.-projections of the d’Alembertian of the vector
field Aα in the four-dimensional pseudo-Riemannian space.
They have the following form†

T = ∗□φ − 1
c3

∗∂

∂t
(
Fk qk) − 1

c3 Fi

∗∂qi

∂t
+

1
c2 F i

∗∂φ

∂xi +

+ hik∆m
ik

∗∂φ

∂xm − hik 1
c

∗∂

∂xi

[(
Dkn + Akn

)
qn

]
+

D
c2

∗∂φ

∂t
−

−
1
c

Dk
m

∗∂qm

∂xk +
2
c3 Aik F iqk +

φ

c4 Fi F i −
φ

c2 Dmk Dmk−

−
D
c3 Fm qm −

1
c
∆m

kn Dk
m qn +

1
c

hik∆m
ik
(
Dmn + Amn

)
qn,

Bi = ∗□Ai +
1
c2

∗∂

∂t

[(
Di

k + A·ik ·
)
qk

]
+

D
c2

∗∂qi

∂t
+

+
1
c2

(
Di

k + A·ik ·
) ∗∂qk

∂t
−

1
c3

∗∂

∂t
(
φF i) − 1

c3 F i
∗∂φ

∂t
+

+
1
c2 Fk

∗∂qi

∂xk −
1
c
(
Dmi + Ami) ∗∂φ

∂xm +
1
c4 qkFk F i+

+
1
c2 ∆

i
km qmFk −

φ

c3 DF i +
D
c2

(
Di

n + A·in·
)

qn−

− hkm
{
∗∂

∂xk

(
∆i

mn qn) + 1
c

∗∂

∂xk

[
φ
(
Di

m + A·im·
)]
+

+
(
∆i

kn∆
n
mp − ∆

n
km∆

i
np

)
qp +

φ

c

[
∆i

kn
(
Dn

m + A·nm·
)
−

− ∆n
km

(
Di

n + A·in·
)]
+ ∆i

kn

∗∂qn

∂xm − ∆
n
km

∗∂qi

∂xn

}
,

where ∗□φ and ∗□qi are the result of applying the chr.inv.-
d’Alembert operator to the quantities φ= A0√

g00
and qi = Ai,

*This is one of the reasons why applications of the theory of electromag-
netic fields are calculated in the Galilean reference frame in the Minkowski
space (the space-time of Special Relativity), where the Christoffel symbols
are zeroes. General covariant notation hardly allows unambiguous interpre-
tation of calculation results, unless they are formulated with physical observ-
able quantities (chronometric invariants) or demoted to a simple specific case
like that in the Minkowski space, for instance.

†The above chr.inv.-projections of the d’Alembertian of a vector field
in the four-dimensional pseudo-Riemannian space were deduced not by Zel-
manov, but by one of us, L. Borisova, in the 1980s.

which are chr.inv.-projections (physically observable compo-
nents) of the vector Aα

∗□φ = 1
c2

∗∂2φ

∂t2 − hik
∗∂2φ

∂xi∂xk ,

∗□qi =
1
c2

∗∂2qi

∂t2 − hkm
∗∂2qi

∂xk∂xm .

The main criterion for correct calculations in such a com-
plicated case as here is Zelmanov’s rule of the chronomet-
ric invariance: “Correct calculations make all terms in the fi-
nal equations chronometrically invariant quantities. That is to
say, the final equations consist of the chr.inv.-quantities, their
chr.inv.-derivatives, and also the chr.inv.-properties of the ob-
server’s reference space. If at least one error was made in the
calculations, then some terms of the final equations will not
be chronometric invariants.”

In the Galilean reference frame in the Minkowski space
(the space-time of Special Relativity), Laplace’s and d’Alem-
bert’s operators take the simplified form

∆ =
∂2

∂x1∂x1 +
∂2

∂x2∂x2 +
∂2

∂x3∂x3 ,

□ = 1
c2

∂2

∂t2 −
∂2

∂x1∂x1 −
∂2

∂x2∂x2 −
∂2

∂x3∂x3 =
1
c2

∂2

∂t2 − ∆ .

D’Alembert’s operator applied to a tensor field and equat-
ed to zero or not zero, gives the d’Alembert equations for this
field. From a physical point of view, these are the equations
of propagation of waves of the field. If the d’Alembertian of a
field is not zero, these are the equations of propagation of the
waves enforced by the sources that induce this field; they are
called the d’Alembert equations with sources. For instance,
the sources of electromagnetic fields are electric charges and
currents. If the d’Alembertian of a field is zero, then these are
the equations of propagation of waves in the field not related
to any sources. If the space-time region under consideration,
in addition to the tensor field, is filled with another medium,
then the d’Alembert equations gain an additional term charac-
terizing this medium (this term can be found using the equa-
tions which determine the medium).

These are the basics of tensor calculus expressed in terms
of chronometric invariants.

Next we present formulae for the most common equations
used in General Relativity, in the form expressed in terms of
physical observables (chronometric invariants).

First, consider the equations of motion of a particle. A
particle under the influence of gravitation only falls freely
and thus travels along the shortest (geodesic) line. Such mo-
tion is called free or geodesic motion. If an additional non-
gravitational force also acts on the particle, then the force de-
viates this particle from its geodesic trajectory, and the mo-
tion becomes non-geodesic.

From a geometric point of view, motion of a particle in
the four-dimensional pseuso-Riemannian space (space-time)
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is parallel transport of the four-dimensional vector Qα, which
is tangential to the particle’s trajectory at any of its points and
completely characterizes this particle. Therefore, the equa-
tions of motion of a particle actually determine the parallel
transport of the particle’s vector Qα along the particle’s four-
dimensional trajectory and they are the equations of the ab-
solute derivative of this vector with respect to a parameter ρ,
which is non-zero along the trajectory

DQα

dρ
=

dQα

dρ
+ ΓαµνQµ

dxν

dρ
,

where DQα = dQα +ΓαµνQµdxν is the absolute differential of
the transported vector Qα (i.e., its absolute increment) along
the trajectory.

If a particle travels along a geodesic trajectory (free mo-
tion), then the particle’s characteristic vector is transported
in Levi-Civita’s sense: the square of the transported vector
remains unchanged QαQα = const along the trajectory, while
the absolute derivative of the transported vector is zero and
such equations are called the equations of free motion.

A mass-bearing particle (such particles travel along non-
isotropic space-time trajectories) is characterized by its own
four-dimensional momentum vector

Pα = m0
dxα

ds
, PαPα = m2

0 = const,

where m0 is the particle’s rest-mass. Respectively, the equa-
tions of motion of a free mass-bearing particle are

dPα

ds
+ ΓαµνPµ

dxν

ds
= 0 .

A massless light-like particle (such particles travel along
isotropic space-time trajectories) is characterized by its own
four-dimensional wave vector

Kα =
ω

c
dxα

dσ
, KαKα = 0 ,

where ω is the characteristic frequency of the massless par-
ticle, and dσ= hik dxidxk is the three-dimensional chr.inv.-
interval, which, since ds2 = c2dτ2 − dσ2 = 0 along isotropic
trajectories, is invariant along them. Respectively, the equa-
tions of motion of a free massless (light-like) particle are

dKα

dσ
+ ΓαµνKµ

dxν

dσ
= 0 .

The projections of the above four-dimensional equations
of motion onto the time line and the three-dimensional spatial
section of an observer are, respectively, the chr.inv.-equations
of motion of a free mass-bearing particle

dm
dτ
−

m
c2 Fi vi +

m
c2 Dik vivk = 0 ,

d (mvi)
dτ

+ 2m
(
Di

k + A·ik ·
)
vk − mF i + m∆i

nkvnvk = 0 ,

and the chr.inv.-equations of motion of a free massless (light-
like) particle

dω
dτ
−
ω

c2 Fi ci +
ω

c2 Dik cick = 0 ,

d (ωci)
dτ

+ 2ω
(
Di

k + A·ik ·
)
ck − ωF i + ω∆i

nk cnck = 0 ,

where m is the relativistic mass of the travelling mass-bearing
particle, ω is the characteristic frequency of the massless par-
ticle, dτ is the physically observable time interval, and vi is
the chr.inv.-vector of the physically observable velocity of the
mass-bearing particle. Along isotropic trajectories (trajecto-
ries of light) the vi transforms into the chr.inv.-vector of the
physically observable velocity of light, the square of which is
ci ci = hik cick = c2 (see page 6).

If a particle travels along a non-geodesic trajectory, then
QαQα , const, and the absolute derivative of the transported
vector Qα is equal to a force Φα that deviates the particle
from a geodesic line. Such equations are called the equations
of non-geodesic motion [5]. In this case, the right hand side of
the above chr.inv.-equations of motion is different from zero
and contains the respective chr.inv.-projections of the deviat-
ing force Φα.

The chr.inv.-equations of motion show how the observed
motion of particles depends on the physically observable
gravitational inertial force F i, rotation Aik, deformation Dik

and inhomogeneity (the coherence coefficients ∆i
kn) of the ob-

server’s reference space.
Let us now turn to the basics of electrodynamics in the

four-dimensional pseudo-Riemannian space.
The electromagnetic field tensor F µν is determined as the

curl Fµν =∇µ Aν −∇ν Aµ of the four-dimensional electromag-
netic field potential Aα. Following the terminology of electro-
dynamics, we call the chr.inv.-projections of the Aα (page 17)
the chr.inv.-scalar potential φ and the chr.inv.-vector potential
qi of the electromagnetic field

φ =
A0
√
g00
, qi = Ai,

and the chr.inv.-projections of the electromagnetic field ten-
sor F µν (page 20) — the chr.inv.-electric strength Ei and the
chr.inv.-magnetic strength Hik of the field

Ei =
F ·i0 ·
√
g00
=
giαF0α
√
g00
= hik

(
∗∂φ

∂xk +
1
c

∗∂qk

∂t

)
−
φ

c2 F i,

Hik = F ik = giαgkβFαβ = himhkn
(
∗∂qm

∂xn −
∗∂qn

∂xm

)
−

2φ
c

Aik,

where their covariant (lower-index) versions are

Ei = hik Ek =
∗∂φ

∂xi +
1
c

∗∂qi

∂t
−
φ

c2 Fi ,

Hik = him hkn Hmn =
∗∂qi

∂xk −
∗∂qk

∂xi −
2φ
c

Aik ,
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and the mixed components H ·mk · =−Hm·
·k are obtained from Hik

using the metric chr.inv.-tensor hik, i.e., H ·mk · = hki Him.
Respectively, the electromagnetic field pseudotensor F∗αβ

dual to the field tensor, i.e., F∗αβ = 1
2 EαβµνFµν, has the follow-

ing chr.inv.-projections

H∗i =
F∗·i0 ·
√
g00
=

1
2
εimn

(
∗∂qm

∂xn −
∗∂qn

∂xm −
2φ
c

Amn

)
=

1
2
εimnHmn ,

E∗ik = F∗ik = εikn
(
φ

c2 Fn −
∗∂φ

∂xn −
1
c

∗∂qn

∂t

)
=−εiknEn ,

which we call the chr.inv.-magnetic strength pseudovector H∗i

and the chr.inv.-electric strength pseudotensor E∗ik. It is obvi-
ous that the quantities H∗i and Hmn are dually conjugate, and
the quantities E∗ik and Em are also dually conjugate.

The above formulae show that the observed electric and
magnetic strengths of the electromagnetic field depend on the
physically observable gravitational inertial force F i and rota-
tion Aik of the observer’s reference space.

So forth, the electromagnetic field invariants

J1 = FµνFµν = Hik Hik − 2 Ei E i = −2
(
Ei E i −H∗i H∗i

)
,

J2 = FµνF∗µν = εimn (Em Hin − Ei Hnm
)
= −4Ei H∗i,

the first of which is a scalar, and the second is a pseudoscalar,
have the following detailed chr.inv.-formulation

J1 = 2
[

himhkn
(
∗∂qi

∂xk −
∗∂qk

∂xi

)
∗∂qm

∂xn − hik
∗∂φ

∂xi

∗∂φ

∂xk −

−
2
c

hik
∗∂φ

∂xi

∗∂qk

∂t
−

1
c2 hik

∗∂qi

∂t

∗∂qk

∂t
+

8φ
c2 Ω∗iΩ

∗i −

−
2φ
c
εimnΩ∗m

∗∂qi

∂xn +
2φ
c2

∗∂φ

∂xi F i +
2φ
c3

∗∂qi

∂t
F i −

φ

c4 Fi F i
]
,

J2 =
1
2

[
εimn

(
∗∂qm

∂xn −
∗∂qn

∂xm

)
−

4φ
c
Ω∗i

]
×

×

(
∗∂φ

∂xi +
1
c

∗∂qi

∂t
−
φ

c2 Fi

)
.

Mathematically, any electromagnetic field in the four-
dimensional pseudo-Riemannian space is completely charac-
terized by a system of 10 equations in 10 unknowns. First,
this system includes Maxwell’s equations

∇σFµσ =
4π
c

jµ, ∇σF∗µσ = 0 ,

the chr.inv.-projections of which give two groups of equati-
ons, which we call the chr.inv.-Maxwell equations* and which

*The chr.inv.-Maxwell equations were first deduced in the late 1960s in-
dependently by Nikolai Pavlov and José del Prado (unpublished). Zelmanov
asked these students to do it as homework. These equations are deduced on
the basis of the chr.inv.-projections of the absolute divergence of a 2nd rank
antisymmetric tensor (page 19), as well as the chr.inv.-projections of the ab-
solute divergence of its dual pseudotensor (page 20).

have the following form

∗∇i E i −
1
c

HikAik = 4πρ

∗∇k Hik −
1
c2 Fk Hik −

1
c

(
∗∂E i

∂t
+ DE i

)
=

4π
c

j i

 I ,

∗∇i H∗i −
1
c

E∗ikAik = 0

∗∇k E∗ik −
1
c2 Fk E∗ik −

1
c

(
∗∂H∗i

∂t
+ DH∗i

)
= 0

 II ,

or, in another notation

∗∇i E i −
2
c
Ω∗m H∗m = 4πρ

εikm ∗∇̃k
(
H∗m
√

h
)
−

1
c

∗∂

∂t
(
E i
√

h
)
=

4π
c

j i
√

h

 I ,

∗∇i H∗i +
2
c
Ω∗m Em = 0

εikm ∗∇̃k
(
Em
√

h
)
+

1
c

∗∂

∂t
(
H∗i
√

h
)
= 0

 II .

These are 8 equations in 10 unknowns, which are 3 com-
ponents of the chr.inv.-electric strengths E i, 3 components of
the chr.inv.-magnetic strength H∗i, 1 component of the elec-
tric charge density ρ and 3 components of the chr.inv.-current
density vector j i. The latter two, known as the electromag-
netic field sources, are the chr.inv.-projections

ρ =
1
c

bα jα =
1
c

j0
√
g00
, j i = hi

α jα

of the four-dimensional current vector jα of the electromag-
netic field (also known as the shift current).

The first equation of Group I is the Biot-Savart law, the
second is Gauss’ theorem, both in chr.inv.-notation. The first
and second equations of Group II represent a chr.inv.-notation
of Faraday’s law of electromagnetic induction and the condi-
tions for the absence of magnetic charges, respectively.

In particular, the 1st equation in Group II shows that, if
the observer’s reference space does not rotate, then ∗∇i H∗i = 0
(the magnetic field is homogeneous), while the electric field
is not, ∗∇i Ei = 4πρ (the 1st equation in Group I). Therefore,
a “magnetic charge”, if it really exists, is directly connected
with the rotation of space itself.

The 9th equation of the equation system mentioned above
is Lorentz’ condition

∇σ Aσ = 0 ,

which is the conservation condition for the four-dimensional
electromagnetic field potential Aα. The 10th equation that
makes this system definite (the number of equations in this
system must be the same as the number of unknowns), is the
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law of conservation of electric charge (known also as the con-
tinuity equation)

∇σ jσ = 0 ,

which is the mathematical notation of the fact that electric
charge cannot be destroyed, but merely redistributed between
the charged bodies in contact.

Using the chr.inv.-formula for the divergence of an arbi-
trary vector field (see page 18), we obtain the Lorentz condi-
tion and the continuity condition in chr.inv.-form

1
c

∗∂φ

∂t
+
φ

c
D + ∗∇i qi −

1
c2 Fi qi = 0 ,

∗∂ρ

∂t
+ ρD + ∗∇i j i −

1
c2 Fi j i = 0 ,

or, replacing the regular chr.inv.-divergence with the physical
chr.inv.-divergence (see page 18), we finally have

1
c

∗∂φ

∂t
+
φ

c
D + ∗∇̃i q i = 0 ,

∗∂ρ

∂t
+ ρD + ∗∇̃i j i = 0 .

With the above chr.inv.-Lorentz condition and the chr.inv.-
continuity equation, the mentioned system of 10 equations
that completely characterizes any electromagnetic field in the
four-dimensional pseudo-Riemannian space is complete.

Now consider the energy-momentum tensor of an electro-
magnetic field. It has the form

T µν =
1

4π

(
−FµσFν ··σ +

1
4
gµνFαβFαβ

)
.

This tensor is symmetric: T µν =T νµ. For this reason, its
chr.inv.-projections are calculated as for any symmetric tensor
of the 2nd rank (see page 6)

q =
T00

g00
, J i =

c T i
0

√
g00
, U ik = c2T ik

and have the following form

q =
E2 + H∗2

8π
,

J i =
c

4π
εikmEk H∗m ,

U ik = qc2hik −
c2

4π
(
EiEk + H∗iH∗k

)
,

where E2 = hik EiEk and H∗2 = hik H∗iH∗k. These projections
have the following physical sense: the scalar q is the physi-
cally observable energy density of the electromagnetic field,
J i is the physically observable density of the field momen-
tum (the chr.inv.-Poynting vector), and U ik is the physically

observable density of the field momentum flux (the chr.inv.-
stress tensor).

Any electrically charged particle travelling in an electro-
magnetic field deviates from a geodesic trajectory due to the
Lorentz force acting on its electric charge e from the elec-
tromagnetic field. The Lorentz force in the four-dimensional
pseudo-Riemannian space has the form

Φα =
e
c

Fα··σUσ, Uα =
dxα

ds
,

where Uα is the four-dimensional velocity of the charged par-
ticle. Respectively, the four-dimensional equations of motion
of a charged particle in an electromagnetic field (determined
by the electromagnetic field tensor Fαβ) have the form

dPα

ds
+ ΓαµνPµUν =

e
c2 Fα··βU β,

and their chr.inv.-projections

dE
dτ
− mFivi + mDik vivk = −eEi vi,

d (mvi)
dτ

− mF i + 2m
(
Di

k + A·ik ·
)
vk + m∆i

nk vnvk =

= −e
(
E i +

1
c
εikm vk H∗m

)
are the chr.inv.-equations of motion of the charged particle.
Here, E =mc2 is the relativistic energy of the particle, so the
first (scalar) equation is the theorem of live forces represented
in chr.inv.-form.

The above chr.inv.-equations of motion show how the ob-
served motion of charged particles is affected by the physi-
cally observable gravitational inertial force F i, rotation Aik,
deformation Dik and inhomogeneity ∆i

kn of the observer’s ref-
erence space.

Zelmanov had also introduced the chr.inv.-curvature ten-
sor. It is deduced similarly to the Riemann-Christoffel tensor
from the non-commutativity of the 2nd chr.inv.-derivatives of
an arbitrary vector

∗∇i
∗∇k Ql −

∗∇k
∗∇i Ql =

2Aik

c2

∗∂Ql

∂t
+ H ··· j

lki ·Q j ,

where the 4th rank chr.inv.-tensor

H ··· j
lki · =

∗∂∆
j
il

∂xk −

∗∂∆
j
kl

∂xi + ∆
m
il ∆

j
km − ∆

m
kl∆

j
im

is the basis for the chr.inv.-curvature tensor Clkij, which has
all properties of the Riemann-Christoffel tensor in the ob-
server’s three-dimensional spatial section, and its contraction
gives the observable chr.inv.-scalar curvature C

Clkij =
1
4
(
Hlkij − H jkil + Hkl ji − Hil jk

)
,

Clk = C ··· ilki · , C = hlkClk ,
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where

Hlkij = Clkij +
1
2
(
2Aki D jl + Aij Dkl +

+ A jk Dil + Akl Dij + Ali D jk
)
,

Hlk = Clk +
1
2
(
Ak j D j

l + Al j D j
k + Akl D

)
,

H = hlkHlk = C .

The above formulae show that the observed curvature of a
space depends on not only the gravitational inertial force act-
ing in the local reference space of the observer, but also the
rotation and deformation of his reference space, and, there-
fore, does not vanish in the absence of the gravitational field.
If the space does not rotate, then we have Hlkij =Clkij. This is
as well true for Hlk and Clk. In this particular case, the tensor
Clk = hijCilk j has the form

Clk =
∗∂

∂x k

( ∗∂ ln
√

h
∂xl

)
−

∗∂∆i
kl

∂xi + ∆
m
il ∆

i
km − ∆

m
kl

∗∂ ln
√

h
∂xm .

Zelmanov had also deduced chr.inv.-projections for the
Riemann-Christoffel curvature tensor

Ri
·jkl =

∂Γi
lj

∂xk −
∂Γi

k j

∂xl + Γ
i
kpΓ

p
lj − Γ

i
lpΓ

p
kj .

The Riemann-Christoffel tensor Rαβγδ is symmetric with
respect to transposition over a pair of its indices and antisym-
metric within each pair of the indices. Therefore, it has three
chr.inv.-projections as follows

Xik = −c2 R·i·k0·0·

g00
, Y ijk = −c

R·ijk0 ···
√
g00
, Zijkl = c2Rijkl.

Substituting the necessary components of the Riemann-
Christoffel tensor Rαβγδ into these formulae and then lowering
the indices, Zelmanov had obtained the chr.inv.-projections of
the Riemann-Christoffel tensor in the form

Xij =
∗∂Dij

∂t
−

(
Dl

i + A·li·
)(

Djl + A jl
)
+

+
(∗∇i Fj +

∗∇j Fi
)
−

1
c2 Fi Fj ,

Yijk =
∗∇i

(
Djk + A jk

)
− ∗∇j

(
Dik + Aik

)
+

2
c2 Aij Fk ,

Ziklj = Dik Dlj − Dil Dkj + Aik Alj −

− Ail Akj + 2Aij Akl − c2Ciklj ,

where we have Y(ijk) =Yijk +Y jki +Ykij = 0, as in the Riemann-
Christoffel tensor. Contraction of the observable spatial pro-
jection Ziklj step-by-step as Zil = hkjZiklj and Z = hilZil gives

Zil = Dik Dk
l − Dil D + Aik A·kl· + 2 Aik Ak ·

·l − c2Cil ,

Z = hilZil = Dik Dik − D2 − Aik Aik − c2C .

Using the above, Zelmanov was able to deduce chr.inv.-
projections for Einstein’s field equations

Rαβ −
1
2
gαβR = −κTαβ + λgαβ ,

where he used κ= 8πG
c2 instead of κ= 8πG

c4 as used by Landau
and Lifshitz in their The Classical Theory of Fields [8]. To
understand the reason, consider the chr.inv.-projections of the
energy-momentum tensor Tαβ of a distributed matter, which
are calculated according to the rule

ϱ =
T00

g00
, J i =

c T i
0

√
g00
, U ik = c2T ik

as for any symmetric tensor of the 2nd rank (see page 6). The
scalar ϱ is the physically observable mass density of the dis-
tributed matter, J i is its physically observable momentum
density, and U ik is its physically observable momentum flux
density (stress-tensor). Ricci’s tensor Rαβ has the dimension
[cm−2]. This means that the scalar chr.inv.-projection of the
field equations, G00

g00
=−

κT00

g00
+ λ, as well as κT00

g00
=

8πGϱ
c2 have

the same dimension [cm−2]. Hence, the energy-momentum
tensor has the dimension of mass density [gram/cm3]. There-
fore, if we used κ= 8πG

c4 on the right hand side of the field
equations, then we would not use the energy-momentum ten-
sor Tαβ itself, but c2Tαβ as Landau and Lifshitz did.

Taking all the above into account, Zelmanov had obtained
the chr.inv.-projections of Einstein’s field equations. They are
called the chr.inv.-Einstein equations and have the form

∗∂D
∂t
+ Djl D jl + A jl Alj + ∗∇j F j −

1
c2 Fj F j =

= −
κ

2
(
ϱc2 + U

)
+ λc2,

∗∇j
(
hijD − Dij − Aij) + 2

c2 Fj Aij = κ J i,

∗∂Dik

∂t
−

(
Dij + Aij

)(
D j

k + A· jk ·
)
+ DDik + 3 Aij A· jk · −

−
1
c2 Fi Fk +

1
2
(∗∇i Fk +

∗∇k Fi
)
− c2Cik =

=
κ

2
(
ϱc2hik + 2Uik − Uhik

)
+ λc2hik .

In addition, the energy-momentum tensor Tαβ of the dis-
tributed matter must satisfy the conservation law

∇σT σα = 0 ,

the chr.inv.-projections of which are calculated as for the ab-
solute divergence of any symmetric tensor of the 2nd rank
(see page 20), and are chr.inv.-conservation law equations

∗∂ϱ

∂t
+ Dϱ +

1
c2 Dij U ij + ∗∇̃i J i −

1
c2 Fi J i = 0 ,

∗∂J k

∂t
+ DJ k + 2

(
Dk

i + A·ki·
)

J i + ∗∇̃iU ik − ϱF k = 0 .
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So, we have presented here Zelmanov’s mathematical ap-
paratus of chronometric invariants, which are physical ob-
servables in General Relativity. This mathematical apparatus
is given here in its entirety and in the form it was introduced
by Zelmanov in 1944 (except for the chr.inv.-Maxwell equa-
tions, the chr.inv.-d’Alembert and chr.inv.-Laplace operators,
which were deduced later). The above description of this
mathematical apparatus contains all its foundations and def-
initions, tensor calculus in terms of chronometric invariants,
as well as the most common equations used in General Rela-
tivity, which are also expressed in terms of chronometric in-
variants. All this is collected here in one article, which is very
convenient. Even if we have missed some details, these de-
tails are not essential for understanding and working with this
mathematical apparatus.

Zelmanov’s mathematical apparatus was applied to many
problems of General Relativity. In general, Zelmanov always
said that he liked creating “mathematical tools” more than
applying them. Nevertheless, his contribution to relativistic
cosmology, as well as his calculation of the main effects of
General Gelativity and the basics of electrodynamics in terms
of chronometric invariants, are significant. We also made a
contribution: the list of our works, published in English and
French, can be found just after the References*.

We recommend the present article to all those readers who
would like to work independently in the field of General Rel-
ativity using the mathematical apparatus of chronometric in-
variants. Good luck!

Submitted on January 3, 2023
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Invoking a model of an elementary particle as a collection of ultrarelativistic transient
particles, we show that it is possible to recover the energy of the particle by bombarding
it with monochromatic high-energy radiation.

Introduction

We consider the possibility of using an alternative route to
releasing fission energy. This is prompted by some recent
developments by the team of scientists Cruz-Chu et al [1],
which leads to the technological development of practically
monochromatic radiation in the X-ray region.

Let us start from a relativistic point of view, and the Lor-
entz transformation,

x = γ(x′ − vt) , γ = (1 − v2/c2)−1/2 . (1)

Indeed it is known that for a collection of relativistic par-
ticles, the various mass centres form a two-dimensional disc
perpendicular to the angular momentum vector ~L and with
radius [3]

r =
L

mc
. (2)

Further if the system has positive energies, then it must have
an extension greater than r, while at distances of the order of
r, we begin to encounter negative energies.

If we consider the system to be a particle of spin or an-
gular momentum L = ~/2, then (2) gives r = ~/2mc. That
is, we are in the Compton wavelength region. Another inter-
esting feature which is the two dimensionality of the disc of
mass centres.

On the other hand it is known that (cf. [4]), if a Dirac
particle is represented by a Gausssian packet, then we begin
to encounter negative energies precisely at the same Compton
wavelength as above. Thus a particle can indeed be treated
as a spherical shell of relativistic transient sub-constituents
or “particlets”. Indeed, this is an alternative description of
Dirac’s zitterbewegung or rapid oscillation.

The above picture is also reminiscent of Dirac’s shell or
membrane model of the electron [5–7].

Outside this Compton region we have the usual space (or
space time) of physics. But as we approach the Compton
wavelength region we encounter a region where the space
axis becomes as it were a complex plane. This has been de-
scribed at length by the author, in terms of the Feschbach for-
malism [8] which leads to the double Weiner process. Con-
sider the following system [9]

i~
∂φ

∂t
=

1
2m

(
~

i∇
−

eA
c

)2

(φ + χ) + (eφ + mc2)φ

i~
∂φ

∂t
= −

1
2m

(
~

i∇
−

eA
c

)2

(φ + χ) + (eφ − mc2)φ .

(3)

The merit of this formalism is that it enables us to give a parti-
cle interpretation to the usual wave-formalism (see [8] for fur-
ther details.) However the advantage of the Feschbach Villars
formalism is that we can now work with an ostensible particle
interpretation.

In any case, we encounter the Compton scale again and
again. Wigner [10] pointed out its remarkable universality.

From the above it is apparent that if an elementary particle
in the above characterisation is bombarded with very high fre-
quency radiation of the order of the Compton frequency such
a particle would break up and yield its energy. What happens
in this case is that the Bell curve becomes so compressed that
it will be like a straight line or spike, almost (see [12, 13]).
This sharp spike would break up the elementary particle re-
leasing it’s mass as energy.

It is well known in Quantum Mechanics that what may be
called monochromatic waves are an idealization. This is in
the sense that we have in general a wave packet made up of
several frequencies [2]. But suppose we can single out a pure
or nearly pure frequency? This is a technological problem.
Let us start with the Schrodinger equation [2]:

d2ψ

dx2 +
p2

~2 ψ = 0

where
p =

√
2m[E − V(x)] .

This leads to

φ(x) exp
(
±

i
~

∫ x

p(x)dx
)

(4)

where φ(x) is the solution of the free equation, and we al-
ready have a wave packet over different values of p or ef-
fectively frequencies. However, if we have a wave function
like ψ′ = eikx−pt, such a wave would be an extreme idealiza-
tion and at the same time would be monochromatic. Can we
achieve this, is the question. There has been recently some
progress in this direction thanks to the experiment of Cruz-
Chu and co-workers [1] who have been able to conduct an
experiment where single particle X-ray diffraction patterns
could be analysed thanks to a machine learning algorithm.

Remarks

What happens in this case is, the Bell curve becomes so com-
pressed that it will be like a straight line. This sharp spike
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could break up the elementary particle releasing it’s mass
as energy. Fortunately, in recent years there has been some
progress in this direction [11–13]. Furthermore, it may be
pointed out that a pure monochromatic signal would be use-
ful in communications as well. This is because, effectively
the bandwidth would increase [14]. Finally, we observe that,
if we can break up quarkonium particles, we can extract even
greater energy. There is one way of doing this: we know that
with g = 2 factor, there is a sort of precession and, if we
could radiate with resonant frequencies, the particle would
break up. This could be a technological problem.

Received on January 18, 2023
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Quantum mechanical observables are naturally assumed to be real. Herein, we depart
from this traditional and seemingly natural assumption whereby we consider a Quantum
Mechanics (QM) whose operators have corresponding complex eigenvalues. The mo-
tivation for this is that complex eigenvalues lead us directly to positive definite energy
solutions, hence mass. The resulting QM is able to qualitatively explain in a coherent
manner some physical phenomenon that are currently inexplicable from a QM whose
operators have corresponding real eigenvalues – e.g. one is now able to explain the insta-
bility of particles, their localization, the observed matter-antimatter asymmetry and the
supposed variation of fundamental natural constants amongst others. In addition to this,
there is the difficulty in Dirac’s interpretation of negative energy states appearing in his
theory. While Dirac’s negative energy problem is not considered a problem anymore,
we provide an alternative way out of this problem. We propose that eigenvalues corre-
sponding to quantum mechanical operators associated with physical observables aught
to be complex. From this seemingly simple hypothesis, we demonstrate that negative
energy states leading to negative mass can be avoided altogether.

I cannot imagine a reasonable Unified Theory containing an

explicit number which the whim of the Creator could just as

easily have chosen differently . . . Numbers arbitrarily cho-

sen by God do not exist. Their alleged existence relies on our

incomplete understanding [of the Laws of Nature and how

God designed and fashioned the Universe].

Albert Einstein (1879-1955)

1 Introduction

Looking back – thus far, one can most confidently and safely
say that the time period of the first thirty years of the twen-
tieth century was perhaps a special time in the intellectual
discource of humanity with this period being a period of the
greatest intellectual leaps in all the history of human thought
and intellectual endeavour. For to date, these great intellec-
tual leaps have found no equal. Perhaps, apart from CERN’s
famous 4th of July 2012 announcement that a strong signal
mimicking a Higgs-like particle has been detected in the LHC
data, it appears as though real progress in Physics has hit a se-
rious brick wall. In all probity, it aught to be said that there
has not been any real noteworthy and new exciting discov-
eries this century as those witnessed at the beginning of the
twentieth century, especially on the frontiers of fundamental
theoretical Physics.

Take for example: in 1905, Germany’s youthful 26 years’
old third class Swiss patent clerk Albert Einstein (1879-1955)
[1] discovered the Special Theory of Relativity (STR), and
shortly thereafter, in the period 1923-4, France’s aristocrat
and physicist Louis Victor Pierre Raymond de Broglie (1892-
1987) [2–5] opened Pandora’s Box with his wave-particle
duality hypothesis, Germany’s great physicist Weiner Karl

Heisenberg (1901-1976) [6] theoretically argued his uncer-
tainty principle into existence and Austria’s own theoretical
physicist Erwin Rudolf Josef Alexander Schrödinger (1887-
1961) [7, 8] discovered the key wave equation of Quantum
Mechanics (QM) which now bears his name, etc.

Once QM was incepted in the mid-1920s, no sooner was
it realised that there was a need to unite these two theories
which stand to this day as a major part of the twin pillars of
modern physics – i.e. the STR and QM. At the time of these
great discoveries and revolutionary paradigm shifts, nobody
yet knew how to make the two theories consistent with each
other. In 1928 while QM was still in its nascence, the then
little-known British preeminent Paul Adrien Maurice Dirac
(1902-1984), who ranks as one of the greatest fundamental
theoretical physicists of his time, then only 26 years’ old, suc-
ceeded where others found it difficult. Dirac [9, 10] success-
fully unified Einstein [1]’s STR and de Broglie [2–5], Heisen-
berg [6] and Schrödinger [7, 8]’s QM.

Dirac [9, 10]’s unified theory was an unprecedented suc-
cess, except for one detail: a quantum system could have ei-
ther positive or negative energy. How can something have
negative energy? For example, according to Einstein [1]’s
mass-energy equivalence, the mass (m) of a particle is re-
lated to its energy (E) by the relation m = E/c2

0 (where:
c0 = 2.99792458 × 108 m s−1 is the speed of light in vacuo),
such that negative energy entails negative mass. For all we
know, the measure of the resistance to any change of the state
of motion of a given substance is a measure of its mass. Fur-
ther, mass was and is understood as a measure of the quantity
of matter in a substance. From this understanding, what does
negative mass mean?

According to Newton’s first law of motion, since a posi-
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tive mass quantum system has the property that it has the ten-
dency to preserve its current state of motion in such a manner
that it resists all efforts to change this state of motion, does
it then mean that a negative mass quantum system will have
the exact opposite properties, that is, have the property that it
has the tendency not to preserve the particle’s current state of
motion in such a manner that it does not resist any efforts to
change the particle’s current state of motion but only engen-
ders it? Such are some of the plausible questions that have
puzzled those that have attempted to comprehend what nega-
tive mass might actually be or mean. What will happen when
positive energy-mass matter comes in contact with negative
energy-mass matter? Will they nullify upon contact? These
are just some of the pertinent questions out of many plausible
ones that come to mind.

Be that as it may, Dirac was an extraordinary brilliant man
who sought beauty in his work. He did not think of the nega-
tive energy quantum systems implied by his equation in ordi-
nary terms, but thought of them mathematically and quantum
mechanically. The negative energy solutions first appeared in
the Klein [11] and Gordon [12] theory (KG-theory) on whose
shoulders the Dirac’s theory stands. In order to get rid of these
negative energies, some notable figures of the time suggested
that these negative energy solutions must be discarded with
the simple remark that “these solutions have no correspon-
dence with physical and natural reality”. To that, Dirac [9]
replied:

One gets over the difficulty on the classical theory by
arbitrarily excluding those solutions that have a nega-
tive E. One cannot do this in the QM, since in general
a perturbation will cause transitions from states with
E-positive to states with E-negative.

So, it would strongly appear that negative energy states were
here to stay – at least in theory. They needed a satisfying
physical explanation.

While Dirac’s theory was met with both enthusiasm and
scepticism (e.g. by physicists Werner Heisenberg, Wolfgang
Ernst Pauli (1900-1958), Ernst Pascual Jordan (1902-1980),
George Gamow (1904-1968), amongst others), the enthusi-
asm was on the latent power wielded by the equation, e.g. the
equation solved the difficult contemporary problem of spin;
and scepticism was with respect to the negative energy so-
lutions. Against this scepticism, Dirac [13] further proposed
that the vacuo was an unobservable infinite sea of negative
energy states, such that all negative energy states were filled!
This invisible sea of negative energy states became known as
the Dirac Sea.

According to Pauli [14]’s Exclusion Principle (PEP) that
forbids more than two fermions to be in the same quantum
state, a Universe in which there exists a Dirac Sea would for-
bid the transitions of positive energy quantum states to transit
into negative energy states thereby resulting in a Universe that
has stable positive energy states. Transitions from states with
E-positive to states with E-negative are forbidden because the

E-positive state once in the E-negative state is going to be
in the same quantum state as the E-negative state thus vio-
lating the PEP, hence, forbidden by Nature. In this way, the
Dirac [9, 10] theory was safe.

To further clarify Dirac’s theory, the preeminent Amer-
ican physicist Richard Phillips Feynman (1924-1987) pro-
posed that the negative energy states be interpreted as an-
tiparticles: they move backwards in time such that, in a Uni-
verse where time moves in a forward direction, these quan-
tum states would appear as positive energy states. This is the
current de facto interpretation of antiparticles. Other than the
negative energy problem, Dirac [9, 10]’s equation exhibits a
perfect symmetry and this property of the equation has no cor-
respondence nor bearing with physical and natural reality as
we know it. Often, the theory has had to be patched [15, for
example] in order to measure up to physical and natural re-
ality. These patches often propose that the combined Charge
(C) and Space or Parity (P) reversal symmetry (CP violation)
must explain the apparent matter-antimatter asymmetry [16].
While CP violation has been observed [17–22, for example],
it is yet to be verified by experiment as the mechanism re-
sponsible for the observed matter-antimatter asymmetry.

We must hasten to say that, while this work will touch on
other subjects that we had not intended to cover, the original
and sole aim of this work is twofold:

1. To demonstrate that Dirac’s negative energy solutions can be
eliminated altogether by resorting to particles endowed with
Complex Energy and Momentum (CEM) wherein under this
new proposal, the energy and momentum of the quantum sys-
tem of concern is measured as the magnitude of these com-
plex quantities.

2. To show that the resultant energy from the resulting complex
energy and momentum does solve without any need for ex-
ogenous ideas, the matter-antimatter asymmetry problem that
the Dirac theory has so far failed to solve and possibly the re-
cent issue to do with the plausible variation of Fundamental
Natural Constants (FNCs).

To achieve our desired objective, we adopt the working
hypothesis, that in general, all quantum mechanical observ-
ables such as the energy and momentum of quantum me-
chanical systems can take complex values (z = x + i y) such
that the resultant observable that we measure in the labora-
tory is the magnitude of this complex quantity in question
(i.e. |z| =

√
x2 + y2 ≥ 0). This assumption is all that we shall

require in our exploration. As a result, we shall formulate
a new basis for the further development of a QM that allows
for observables to take complex values and from thereon, pro-
ceed to show that the theory resulting from the CEM hypoth-
esis not only provides a plausible and perdurable solution to
Dirac’s problem of negative energies, but that, it also provides
a plausible solution to the matter-antimatter asymmetry prob-
lem which the bare Dirac theory is unable to solve by its own.

In closing this introductory section, we give the synop-
sis of the reminder of this paper. That is: in §2, we dis-
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cuss the idea of complex quantum mechanical observables:
we discuss how this idea may provide a perdurable solution
to Dirac’s negative energy problem. In §3, we write down
the usual Dirac equation and thereafter proceed to incorpo-
rate into its structure the CEM hypothesis. In §4, we apply
the idea of complex quantum mechanical observables to the
notion of the variation of FNCs. In §5, we work out the sym-
metries of the new CEM-Dirac equation, and lastly, in §6 and
§7, we give a general discussion and the conclusion drawn
thereof, respectively.

2 Complex energy and momentum

The negative probabilities manifesting in the KG-theory are a
result of the fact that the emergent quantum probability (PQ)
expression in this theory is directly proportional to the energy
(E) of the quantum system in question – i.e. PQ ∝ E, the con-
sequential meaning of which is that, for negative energy quan-
tum systems, the corresponding quantum probability will be
negative. From this very fact PQ ∝ E, Dirac hatched the idea
that these negative energies appearing in the quantum prob-
ability of the KG-theory could be removed if a theory linear
in the temporal and spatial derivatives were possible because
a linear system of equations will always have one solution, a
quadratic two, a cubic three, a quad four, etc.

Further on his effort to eliminate these meaningless neg-
ative probabilities, Dirac hoped that with his linear solution,
he might also eliminate the negative energy solutions as well.
Because of the pivotal constraint that he imposed on his the-
ory, namely that when his equation is squared it must yield
the quantum mechanical wave equation of the KG-theory,
this directly translates to the fact that the energy solutions of
Dirac’s quantum systems would exactly be as those obtained
in the KG-theory, thus leading back to the same problem of
negative energies faced by the KG-theory. The only way
to eliminate these supposedly nagging negative energy solu-
tions would be to build a theory from an energy-momentum
equation that only admits positive definite energy solutions
from the outset. This is the approach that we take here. We
make use of a property of complex numbers – namely that the
magnitude of a complex number is always a positive definite
quantity.

To that end, we postulate that every physical observable
(O ∈ C) shall be considered to have two parts to it, namely:
the real part (OR ∈ R), and the imaginary part (OI ∈ R), that
is to say:

O = OR + ı̇OI . (1)

The subscripts R and I in (1) are used to label the real and
imaginary parts of the complex physical quantity in question.
For example, if the energy of a quantum system were com-
plex, then E = ER + ı̇ EI , where ER and EI are the real and
imaginary parts of the energy respectively. The imaginary
part of the energy may lead to the possibility of naturally ex-
plaining the phenomenon of particle decay. In the case of

momentum, ~p = ~pR + ı̇ ~pI , where ~pR and ~pI are the real and
imaginary parts of the momentum respectively. Likewise, the
imaginary part of the momentum may very well lead one to
be able to naturally explain why particles are localised. These
are interesting issues that can be tackled in a separate paper
in the future.

Once the energy and momentum are complex physical
variables, the rest-mass m0 cannot be spared – i.e. m0 = mR +

ı̇mI , where (mR,mI) ∈ R. In summary:

E = ER + ı̇ EI , (2a)
~p = ~pR + ı̇ ~pI , (2b)
m0 = mR + ı̇mI . (2c)

What (2) implies is that the four momentum pµ, will have
two parts to it – with one part that is associated with the real
part and the other with the imaginary part, i.e.

pµ =

~p, ı̇ E
c2

0


=

~pR,
ı̇ ER

c2
0

 + ı̇

~pI ,
ı̇ EI

c2
0


= pR

µ + ı̇ pI
µ ,

(3)

where:

~pR = pR
1
~̂i + pR

2
~̂j + pR

3
~̂k , (4a)

~pI = pI
1
~̂i + pI

2
~̂j + pI

3
~̂k . (4b)

For pµ, we will have pµ = (~p, ı̇ E/c2
0)∗ = (~p∗,−ı̇ E∗/c2

0), so
that the relativistic invariant quantity pµpµ is now such that
pµpµ = m∗0m0c2

0, i.e.

|E|2 − |~p|2c2
0 = |m0|

2c4
0 , (5)

where:

|E| =
√

E∗E =

√
E2

R + E2
I ≥ 0 , (6a)

|~p| =
√
~p∗~p =

√∣∣∣~pR

∣∣∣2 +
∣∣∣~pI

∣∣∣2 ≥ 0 , (6b)

|m0| =
√

m∗0m0 =

√
m2

R + m2
I ≥ 0 , (6c)

hence, when written in full, (5) is given by:(
E2

R + E2
I

)
−

(∣∣∣~pR

∣∣∣2 +
∣∣∣~pI

∣∣∣2) c2
0 =

(
m2

R + m2
I

)
c4

0 . (7)

While the energy and momentum of the quantum system are
complex, what we measure as the energy, momentum and the
rest-mass of the quantum system are the magnitudes of these
complex quantities. These magnitudes can only take positive
values. So from (5), we will have:

|E| = mc2
0 =

√∣∣∣~p∣∣∣2 c2
0 + |m0|

2 c4
0 ≥ 0 . (8)
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In this way, we find a clever and clear mathematical fix to
Dirac [13]’s long-standing issue of negative mass and ener-
gies as these are now positive definite (i.e. |E| ≥ 0; m =

|E| /c2
0 ≥ 0) as we would naturally expect. As a disclaimer,

we must say that we are not saying that this is the scheme
which Nature has chosen in order to solve this problem, but
that this is a plausible solution which can be taken seriously.
In the next section, we will show how this idea of complex
observables can be applied to the supposed problem of tem-
poral and spatial variation of Fundamental Constants of Na-
ture (FNCs).

3 CEM-Dirac equation

What kind of a Dirac equation does one get from the CEM hy-
pothesis? Before we can answer this important question, we
write down, for completeness purposes, the usual Dirac equa-
tion that assumes real-valued physical observables. Written
in Dirac [23]’s Bra-Ket notation, the Dirac equation is given
by: [

ı̇ ~γµ∂µ − m0c0

]
|ψ〉 = 0 , (9)

where:

|ψ〉 =

∣∣∣∣∣∣∣∣∣∣∣
ψ0
ψ1
ψ2
ψ3

〉
, (10)

is a four-component wavefunction which can further be writ-
ten as a composition of two spinors, the left-hand |ψL〉 and the
right-hand |ψR〉 spinors respectively, i.e.:

|ψ〉 =

∣∣∣∣∣∣ ψL

ψR

〉
, (11a)

|ψL〉 =

∣∣∣∣∣∣ ψ0
ψ1

〉
, (11b)

|ψR〉 =

∣∣∣∣∣∣ ψ2
ψ3

〉
, (11c)

and

γ0 =

(
I2 0
0 −I2

)
, and γi =

(
0 σi

−σi 0

)
, (12)

are the 4 × 4 Dirac gamma matrices with I2 and 0, being
the 2 × 2 identity and null matrices respectively. Through-
out this paper, the Greek indices will be understood to mean
µ, ν, · · · = 0, 1, 2, 3; and lower case English alphabet indices:
i, j, k, · · · = 1, 2, 3. The matrices σ j are the three 2 × 2 Pauli
[24] matrices and are given by:

σ1 =

(
0 1
1 0

)
, (13a)

σ2 = ı̇

(
1 0
0 −1

)
, (13b)

σ3 =

(
0 −1
1 0

)
. (13c)

The Dirac equation admits free particle solutions of the form
ψ = ue−ı̇ S/~, where u = u(E, ~p), is a 4 × 1 component object
and S = pµxµ = ~p ·~r−Et ∈ R is the phase of the quantum sys-
tem in question. The Quantum Probability Amplitude (QPA)
ρ of such a quantum system is such that ρ = u†u, and this
QPA has no temporal nor spatial dependence. As we shall
soon find out, for the CEM version of the Dirac equation,
things are very different.

The phase of the CEM-Dirac quantum system is such that
S = S R + ı̇ S I , where S R = pR

µ xµ ∈ R and S I = pI
µxµ ∈ R

are the real and imaginary parts of the phase of the quan-
tum system in question. Another major difference is that the
rest-mass will be a complex quantity as opposed to it be-
ing real as is the case with the original Dirac equation. As
will be demonstrated in §5, this complex rest-mass leads to
a Lorentz [25–27] invariant C, CP, CT , and CPT -violating
equation. The QPA of a CEM-Dirac quantum system is such
that ρ = u†ueS I/~, and unlike the QPA of the normal Dirac
particle, the QPA of a CEM-Dirac quantum system does have
an explicit temporal and spatial dependence. It is this explicit
temporal and spatial dependence that we strongly believe will
lead to an explanation of why particles decay and why they
appear to be localized. Like we said (in the text above), we
are not in the present going to investigate this issue, but shall
leave it for a future paper. This we have done so that we keep
our focus on the paramount issue at hand.

In closing this section, we must say that what we have pre-
sented herein is what we have coined the CEM-Dirac equa-
tion. While the CEM-Dirac equation and the usual Dirac
equation are identical in their symbols – i.e. the way we write
these two equations down, the main difference between them
is that the energy, momentum and rest-mass of the CEM-
Dirac equation are complex physical variables while in the
usual Dirac equation these are real physical variables. The
real part of the energy and momentum (ER, ~pR) can perhaps
be understood as the four-momentum of the quantum system
that we measure in the laboratory while the imaginary part
(EI , ~pI), can be understood as the energy responsible for the
decay and localization of the particle in question. Once more,
we shall reiterate that these are issues for a separate paper. In
the next section, we shall apply the CEM-hypothesis to the
contemporary issue of the supposed variation of FNCs.

4 Variation of fundamental physical constants

In this section, we show that the supposed variation of fun-
damental physical constants such as the dimensionless Fine
Structure Constant (FSC) (or the Sommerfeld [28] constant)
α0 can be explained from the idea just laid down above –
i.e. the idea of CEM eigenvalues. The FSC is given by:

α0 =
e2

4πε0~c0
. (14)

Present measurements give 1/α0 = 137.035999084(21)
(CODATA, 2018). If the FSC is varying, it could be any one,
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or a combination, of the constituents making up this dimen-
sionless quantity, namely e, ε0, ~, c0, or any one of the com-
bination of these supposed constants.

The idea that fundamental constants may vary during the
course of the Universe’s evolution was first considered by the
preeminent British physicists Edward Arthur Milne (1896-
1950) and Dirac [29]. Independently, Milne [30] and Dirac
[29] considered cosmological models which incorporated a
time-variable gravitational constant G, thus setting the ball
rolling for the serious theoretical consideration of FNCs. In
the intervening years 1938 to about 1999, the idea that FNCs
may vary over cosmological times had no backing from ex-
perimental philosophy, and because of this, the idea was con-
sidered as purely nothing more than an academic pursuit, spe-
culation and curiosity with no bearing whatsoever to do with
physical and natural reality. With Web et al. [31]’s ground
breaking work, this position has since changed as further and
strong evidence from observational experience suggesting a
plausible variation of the supposedly sacrosanct constants of
Nature has been put forward for serious consideration [32–36,
for example]. The question is: Is there a fundamental basis
for this variation? We think that the QM of complex eigen-
values might have something to say about this.

Without any doubt whatsoever, FNCs (e.g. e, ε0, ~, c0,
etc) are observables since they cannot only be measured in
the laboratory, but are intimately, intrinsically and inherently
associated with quantum systems. With that having been said,
it is clear that if a physical observable such as an FNC is a
true constant of Nature, i.e. having no spatial nor temporal
variation, then its total (and not partial) time derivative must
vanish identically – i.e. d 〈O〉 /dt ≡ 0. The total (and not
partial) time derivative operator is given by:

d
dt

=
∂

∂t
+~v · ~∇ . (15)

Applying this to the expectation value 〈O〉 = 〈Ψ| T̂ |Ψ〉 of an
arbitrary observable O, one gets:

ı̇ ~
d 〈O〉

dt
=

〈
Ψ

∣∣∣∣ [T̂ †, Ĥ] ∣∣∣∣ Ψ〉
+~v ·

〈
Ψ

∣∣∣∣∣ [T̂ †, ~̂P] ∣∣∣∣∣ Ψ〉
, (16)

where: [
T̂ †, Ĥ

]
= T̂ †Ĥ − Ĥ†T̂ , (17a)[

T̂ †,
~̂P
]

= T̂ †
~̂P − ~̂P

†

T̂ , (17b)

and ~̂P = −ı̇ ~~∇ is the quantum mechanical momentum opera-
tor and ~v is the velocity of the quantum system under consid-
eration. We must say that it is more appropriate to think of
this velocity:

~v =
~

m
Im

Ψ†~∇Ψ

Ψ†Ψ

 , (18)

as the Bohmian [37–39] velocity∗ field of the quantum sys-
tem in question and the possible justification for this has been
provided in [40].

What (16) is telling us, is that if an observable is a true
constant, that is, it does not vary neither with time nor space,
then the operator corresponding to this observable must com-
mute with both the Hamiltonian and the momentum opera-

tor – i.e.
[
T̂ †, Ĥ

]
= 0, and

[
T̂ †,

~̂P
]

= 0. Against the seem-
ingly sacrosanct dictates of our current understanding of QM,
the condition

[
T̂ †, Ĥ

]
= 0 is here found not to be sufficient

to guarantee that the observable O will be a truly conserved
quantity and constant quantity throughout all of space and
time. If for some reason we have that

[
T̂ †, Ĥ

]
, 0, and[

T̂ †,
~̂P
]
, 0, then for an observable to be a true constant,

the spatial variation aught to be compensated by the temporal
variation and vice-versa, and this will be in accordance with
(16) under the setting d 〈O〉 /dt = 0.

At this point, in order for us to proceed, we need to eval-
uate (16) in terms of observable quantities, i.e. we need to

compute
〈
Ψ

∣∣∣∣ [T̂ †, Ĥ] ∣∣∣∣ Ψ〉
and ~v ·

〈
Ψ

∣∣∣∣∣ [T̂ †, ~̂P] ∣∣∣∣∣ Ψ〉
. To that

end, we know that:∣∣∣∣∣T̂ ∂Ψ

∂t

〉
=

1
ı̇ ~

∣∣∣∣∣T̂ ı̇ ~ ∂Ψ

∂t

〉
,

=
1
ı̇ ~

∣∣∣∣T̂ ÊΨ
〉
,

= −
1
ı̇ ~

E
∣∣∣∣T̂Ψ

〉
,

(19)

and that: 〈
T̂
∂Ψ

∂t

∣∣∣∣∣ = −
1
ı̇ ~

〈
T̂ ı̇ ~

∂Ψ

∂t

∣∣∣∣∣ ,
= −

1
ı̇ ~

〈
T̂ ÊΨ

∣∣∣∣ ,
= −

1
ı̇ ~

E∗
〈
T̂Ψ

∣∣∣∣ .
(20)

Multiplying (19) from the left by 〈Ψ| and (20) from the right
by |Ψ〉 respectively, and thereafter adding the resulting equa-
tions, we will have:〈

Ψ
∣∣∣∣ [T̂ †, Ĥ] ∣∣∣∣ Ψ〉

= (E − E∗) 〈O〉 ,

= 2ı̇ EI 〈O〉 ,

= ı̇ ~
∂ 〈O〉

∂t
,

(21)

hence: 〈
Ψ

∣∣∣∣ [T̂ †, Ĥ] ∣∣∣∣ Ψ〉
= −2ı̇ EI 〈O〉 . (22)

∗Im() is an operator which extracts the imaginary part of a complex
quantity – i.e. if z = x + ı̇ y, then Im(z) = y.
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Further, we know that:∣∣∣∣T̂ ~∇Ψ
〉

= −
1
ı̇ ~

∣∣∣∣T̂ (−ı̇ ~)~∇Ψ
〉
,

= −
1
ı̇ ~

∣∣∣∣∣T̂ ~̂PΨ

〉
,

= −
1
ı̇ ~

~p
∣∣∣∣T̂Ψ

〉
,

(23)

and: 〈
T̂ ~∇Ψ

∣∣∣∣ =
1
ı̇ ~

〈
T̂ (−ı̇ ~)~∇Ψ

∣∣∣∣ ,
=

1
ı̇ ~

〈
T̂
~̂PΨ

∣∣∣∣∣ ,
=

1
ı̇ ~

~p∗
〈
T̂Ψ

∣∣∣∣ .
(24)

Likewise, multiplying (23) from the left by 〈Ψ| and (24) from
the right by |Ψ〉 respectively, and thereafter adding the result-
ing equations, we will have:〈

Ψ

∣∣∣∣∣∣
[
T̂ ,

~̂P
†
] ∣∣∣∣∣∣ Ψ

〉
= −

(
~p − ~p∗

)
〈O〉

= −2ı̇ ~pI 〈O〉

= −ı̇ ~~∇ 〈O〉 ,

(25)

hence:

~v ·

〈
Ψ

∣∣∣∣∣∣
[
T̂ ,

~̂P
†
] ∣∣∣∣∣∣ Ψ

〉
= −2ı̇~v · ~pI 〈O〉 . (26)

Now, inserting (22) and (26) into (16), we obtain:

ı̇ ~
d 〈O〉

dt
= −2ı̇ ~

(
EI −~v · ~pI

)
〈O〉 . (27)

From this, it follows that a system will have all of its observ-
ables being constants if-and-only-if :

EI −~v · ~pI = 0 . (28)

In passing – out of curiosity, we need to point out an indelible
fact of experience namely that (28) has a seductive and irre-
sistible semblance with Bartoli [41, 42] and Maxwell [43]’s
energy-momentum dispersion relation for Light – i.e. E −
c0 p = 0. If any, what connection can one make of this (28)
with the nature of the photon? At present, we can only ex-
hibit our curiosity: that is, we shall leave it here and slate it
for exploration in future papers.

Now, applying the above ideas to the case of the varia-
tion of the FSC and assuming the present Standard Big Bang
Cosmology Model [44–46] which assumes co-moving coor-
dinates [47–50], it would appear that this FSC variation aught
to be temporal in nature, as logic dictates that it cannot be
spatial since co-moving coordinates imply ~v ≡ 0. This di-
rectly implies that those patches of the sky exhibiting differ-
ent FSC-values aught to be of different ages! If the temporal
homogeneity and isotropy of the Universe is to be preserved,

then the only way to explain the variation of the FSC across
the night-sky is to drop the assumption of co-moving coordi-
nates! We are not going to say anything further on this matter
of the variation of the FSC and complex observables, as this is
something that requires a dedicated piece of work of its own.
All that we wanted, we have achieved, and this has been to
demonstrate the latent power in the seemingly alien idea of
complex quantum mechanical observables that we have here
suggested. We shall now move to the next section, where we
shall consider the symmetries of the CEM-Dirac equation.

5 Symmetries of the CEM-Dirac equation

Now, if the electromagnetic coupled CEM-Dirac equation[
ı̇ ~γµDµ − m0c0

]
|ψ〉 = 0, with m0 ∈ C, is to be symmetric,

i.e. q 7−→ −q⇒
[
ı̇ ~γµD∗µ − m0c0

]
|ψ〉 = 0

under charge conjugation, then we need to show that there
exists a set of mathematically legal operations that take this
new charge conjugated equation

[
ı̇ ~γµD∗µ − m0c0

]
|ψ〉 = 0,

back to the original CEM-Dirac equation – i.e. an equation
without the ∗-operation on the covariant derivativeDµ. If we
can find these legal mathematical operations, it would mean
that the CEM-Dirac equation applies equally to particles as to
antiparticles – hence, it is symmetric with respect matter and
antimatter. On the contrary, if we fail to find the said legal
mathematical operations, it invariably means that the CEM-
Dirac equation is not symmetric under charge conjugation.

To that end, let us start our attempt by removing the ∗-
operator on the covariant derivative Dµ in the equation[
ı̇ ~γµD∗µ − m0c0

]
|ψ〉 = 0. We will do this by taking the com-

plex conjugate throughout this equation. So doing, we obtain[
ı̇ ~γµ∗Dµ + m∗0c0

]
|ψ∗〉 = 0, and because γ5γ0γµ∗ = −γµγ5γ0,

we can, in this resulting equation, remove the complex con-
jugate operator acting on γµ∗ and this we can achieve by mul-
tiplying throughout the resultant equation by γ5γ0 and then
making use of the fact that γ5γ0γµ∗ = −γµγ5γ0. So doing, we
will have: [

ı̇ ~γµDµ − m∗0c0

]
|ψc〉 = 0 , (29)

where |ψc〉 = γ5γ0 |ψ∗〉 is the wavefunction of the correspond-
ing antiparticle. Clearly, if we have that mI ∝ q, or mI ∝ qn,
where (n ∈ O) = 3, 5, 7, etc, this would mean that the trans-
formation q 7−→ −q, would also lead to:

mI 7−→ −mI ⇒ m∗0 7−→ m0 , (30)

and in this way, (29) would simultaneously transform to:[
ı̇ ~γµDµ − m0c0

]
|ψc〉 = 0 , (31)

thus making this CEM-Dirac equation (whose rest-mass
(m0 ∈ C) is a complex quantity) symmetric under charge
conjugation. Less for the fact that the wavefunction |ψ〉 has
been replaced by the new wavefunction |ψc〉, (31) is the same
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CEM-Dirac equation applicable to the particle counterpart.
Since |ψc〉 represents the antiparticle, the original Dirac equa-
tion is said to be symmetric under charge conjugation. In
Dirac [9, 10]’s original theory, m0 is real, the meaning of
which is that mI ≡ 0, hence making this original Dirac [9,10]
equation symmetric under charge conjugation. In the new
setting of the CEM-Dirac equation, if mI is not related to the
electrical charge of the particle as suggested in (29), then the
CEM-Dirac equation (with m0 ∈ C) is going to be asymmetric
with respect to charge conjugation. As the reader can verify
for themselves, not only is the CEM-Dirac equation going to
violate C symmetry, but also CP, CT , and CPT symmetries
as well. The only preserved symmetries are the P, T and PT
symmetries.

6 Discussion

We have shown herein that the issue to do with negative en-
ergies can be solved by way of making a proper choice of
the energy and momentum eigenvalues of the energy and mo-
mentum operators, respectively. These eigenvalues need to
be complex as opposed to them being real as is the case in the
present formulation of QM. Once the energy and momentum
eigenvalues are complex, the measurable values become the
magnitude of the corresponding eigenvalues and these mag-
nitudes are positive definite! In this way, the issues surround-
ing these negative energies vanish forthwith. What remains is
whether or not this is the scheme which Nature has chosen in
order to go round this problem. We are of the strong opinion
that this may very well be the scheme Nature has chosen.

This issue of negative energies has similarities with neg-
ative probabilities. As already said in the main text, prior
to the discovery of his equation, Dirac had hoped that the
negative probabilities occurring in the KG-theory, if solved,
would also solve, in his new anticipated theory, the issue of
the negative energies as well. We now know that Dirac was
wrong as his new anticipated theory, which has positive def-
inite probabilities, also has these negative energies. We did
show in [40] that the emergence of these negative probabili-
ties in the KG-theory is a result of an improper choice of the
quantum mechanical probability current density in the KG-
theory. In the same vein, the emergence of negative energies
in both the Dirac and the KG-theory is a result of an improper
choice of the energy and momentum eigenvalues – they need
to be complex as suggested therein.

While we have not explored the richness of the hypothesis
of complex energy and momentum eigenvalues, we need to
mention the latent power in this new way of thinking, namely
that one may very well able to explain the variation of FNCs
using this idea. Apart from this, it should be possible, using
the complex part of the energy and momentum, to explain
why particles decay, as well as the localization of particles
into a finite region of space. What we had wanted here is to
show that Dirac’s negative energies can be done away with,

once and for all!

7 Conclusion

The following conclusion is drawn on the proviso that the hy-
pothesis of complex energy-momentum is acceptable:

1. The complex energy-momentum hypothesis when applied to
both the Klein-Gordon and the Dirac theory, does solve the
issue of negative energies. This problem ceases to exist as the
energy of all particles now is positive definite.

2. Quantum mechanics as currently understood and constituted
where all quantum mechanical operators are required to be
hermitian so that the corresponding eigenvalues are real-va-
lued, may have to be modified or reconsidered.

3. The long-standing issue of the asymmetry in the matter-anti-
matter constitution of the Universe can be explained by the
C,CP,CT and CPT violation that arises from the complex
energy-momentum hypothesis when applied to the Dirac equ-
ation.
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Our various experiments, analyses and theoretical models to describe anomalous phe-
nomena related to so many diverse physical systems like superconductors, capacitors
and others led us to consolidate the idea that all existing particles are in a preexisting
state of quantum entanglement. Such a generality involving weight reduction of the
devices leads us to inevitably infer a direct relationship between such a state and grav-
ity, considering it as a nonlocal force. In this work, we intend to explore this issue of
generality and then propose, on the basis of such a theoretical framework of generalized
quantum entanglement state, to investigate in this alternative way other issues such as
the small order of magnitude of the gravitational force in relation to other known local
forces, as the electromagnetic one, explain why the gravitational force is attractive in
the Universe and why particles and bodies are limited to the speed of light in the vac-
uum even interacting through instantaneous interactions. We also explore the issue of
quantum interference in neutron experiments as being induced by nonlocal gravity.

1 Introduction

One of most important topics of research in physics relates to
the nature of the gravitational field, mainly considering that
the quantum mechanics cannot describe the physics in the
macroscopic and even astronomical scale, in which the grav-
ity force is the prominent one. In Quantum Field Theory, it is
well known that the fundamental interactions of Nature in the
nuclear and atomic scale are possible through gauge bosons.
In the nuclear medium, gluons are the gauge bosons of the
weak and strong interactions. Further, in our macroscopic
world, the electromagnetic forces are dominant and the inter-
actions between bodies are mediated by photons. However,
despite the proposal of the graviton as the gauge boson for
gravity, till now, no evidence of its existence has been found,
so that it becomes hard to obtain a theoretical framework that
encloses all the interactions in Nature and as consequence a
unified theory of fields, although a series of alternative theo-
ries [1–4], interpretations [3, 4] and unification theories have
been proposed in literature [5, 6].

Although such investigations are very hard to be success-
ful, many physicists have tried alternative theoretical expla-
nations for understanding the nature of gravity and beyond.
As examples, we can cite

• the Emergent Gravity theory [7];

• the possibility of a fractal physical space-time [8];

• the existence of the coupling between it and electro-
magnetism or the hypothesis that considers gravity as
derived from the electromagnetic interaction [9];

• the idea from which relevant information on the emer-
gence of space is hidden at the quark / hadron level,
by following the line of thought from which space is
an attribute of matter [10], so that quantum properties
of matter or the discretization of mass induces us to

believe in some form of quantization of space, with in-
trinsic consequences to gravity.

In this context, it is natural to suppose that quantum mech-
anisms could really be responsible for generating the gravi-
tational force. The possibility that the collapse of the wave
function in quantum mechanics is not merely a mathematical
formalism but a real physical effect and ultimately connected
to classical gravity has been discussed a long time ago since
the proposal of the Diósi-Penrose model (DP) [11–14]. The
idea was first conceived by Diósi in the study of the influence
of gravitational fluctuations on quantum systems. Next, Pen-
rose reported an estimation for the collapse time of a super-
position due to gravitational effects that was the same found
by the precise dynamical equation given by Diósi, based on
the idea of a noise-based dynamical reduction effect. Such a
topic has been still explored up to recently [15].

Another relevant idea on the local action of gravity refers
to the inclusion of quantum fluctuations effect, which is a
nonlocal component in the description of cosmological phys-
ical systems. For instance, in [16] such a point is analyzed by
assuming that a mass scale is dynamically generated in the
infrared regime, giving rise to nonlocal terms in the quantum
effective action of gravity. Hence, the associated nonlocal
gravity models are analyzed in many conceptual aspects as
causality, degrees of freedom and their cosmological conse-
quences. In a recent work [17], we have an overview on many
aspects of nonlocal gravity cosmology.

On the basis of such previous ideas, we think that the hy-
pothesis of generalized quantum entanglements (GQE) that
we have developed in some previous works [18–22] could
be a candidate for understanding some aspects and proper-
ties related to gravity, mainly considering the recent report
of the existence of a type of quantum force [23]. In addi-
tion, in another work [24], it was asserted that it would be
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possible to infer entanglement gravitational generation by us-
ing an atom interferometer [24]. The basic idea consists in
the hypothesis that if we suppose gravitational perturbations
as being quantized into gravitons, then the resulting graviton
interactions should lead to an entangling interaction between
massive bodies. However, the authors proposal of an experi-
mental test – introducing the concept of interactive quantum
information sensing – was not robust as reported and an erra-
tum was published [25] with basis on the calculations showed
in [26]. Basically, in [26], the authors showed by means of
an explicit example that an interaction between a harmonic
oscillator and a two-level test mass mediated by a local oper-
ation and classical communication channel produces a signa-
ture that in [24] was claimed to be exclusively for transmit-
ting quantum information. Although the result was not really
highly robust, in [25] they suggest methods to overcome the
weakness in the proposed experiment. So, with basis on [23]
and [25], we see that the subject is really intriguing and mo-
tivating in the sense of investigating and deepening the pos-
sibility, consequences and implications of associating gener-
alized states of quantum entanglement between microscopic
particles and the gravitational force. Although preserving
quantum entanglements effects over macroscopic scale [27] is
very difficult due to physical interactions, in many specific sit-
uations, as for instance in cases of physical systems subjected
to high magnetic fields (in which the spins of all the compo-
nent particles point in the same direction), effects of such a
quantum state can be experimentally verified [28–30]. In ad-
dition, it is also proposed in [27] a physically robust quantum
entanglement process that indicates the persistence of such
states to classical scales.

From the general lines that we here exposed, it is our pro-
posal in this work to discuss a generality of ideas that cor-
roborate for this line of thought and research, in order to mo-
tivate investigations on the area. In more specific terms, we
intend to describe at least four relevant lines of work concern-
ing such aspects. One of them refers to a work in which the
expansion of the electromagnetic field in a power series in-
dicates that relevant terms of the series are equal to a purely
gravitational term. Further we discuss how such an approach
can be improved so that quantum entanglements among all
the particles in the system can induce the force of gravity. In
another study, we discuss some relations between the gravity
and quantum mechanisms, that is, that the speed of light in
the vacuum is a limit to the matter as a consequence of its
origin (quantum fluctuations of the vacuum) and the interfer-
ences on beams of neutrons by gravity. At last, we discuss
the description of the nonlocal gravity proposal by adopting
the GQE hypothesis.

2 Generality of gravity

In the early 1990s, one of the authors of this manuscript be-
gan studies in order to investigate possible effects of quantum

entanglements in the macroscopic environment, starting from
the premise that all existing particles in the Universe are in
a preexisting state of maximum quantum entanglement, con-
sidering that at their origin (Big Bang) they were all in causal
contact in a very small volume and associating such a col-
lective state with gravity and inertia [18]. At first, one could
imagine that this would contradict the concept of quantum
monogamy [31], in which is reported that the concept is re-
lated to the idea that an entangled state cannot be shared with
many parties, that is, the more parties, the less entanglement
occurs among them. However, in reality, such a property is
valid considering that two particles are entangled with each
other, but not with a third or others, so that when the entan-
glement spreads the state of maximum entanglement is no
longer possible. In the model that we consider, all particles
are already entangled with each other since the beginning of
the Universe.

The generality of both the gravity and the preexisting col-
lective quantum state that governs all particles is one of the
main factors that they can be somehow related to each other.
Here generality means that the interaction involves all exist-
ing particles. For instance, electromagnetism involves only
the charged particles and does not present such a characteris-
tic.

Using the quantum mechanics formalism [18], it was ver-
ified that the dynamics of particles can be governed by non-
local potentials in addition to the local ones and that, there-
fore, there is a possibility that gravitational potentials are also
nonlocal due to other existing evidences described in this pa-
per. A recent work [19] showed in an experiment that there
was a correlation between the polarization of electric dipoles
and photons (without local interaction between them) via dis-
crete observables and indicated the possible preexistence of
generalized quantum entanglements (we will call it GQE or
the GQE model from now on). Penrose [32] reported that
the evolution of states indicated by the Schrödinger equa-
tion inevitably makes all particles entangled and other stud-
ies [33] have also indicated that quantum entanglements can
exist even in particles that never coexisted, considering entan-
glement chains. A very interesting work that we will analyze
further here by Buniy and Hsu [34] indicated that everything
in the Universe is maximally entangled despite not associ-
ating this property with gravity. The main argument is that
particles had causal contact at the beginning of the Universe
and with its expansion, the vast majority of current entangle-
ments occur between particles that are beyond the causal hori-
zon and that must be uniformly distributed in thermodynamic
equilibrium (as evidenced by cosmic radiation). Such entan-
glements cannot even be removed by local interactions. One
of the consequences of degrees of freedom being beyond the
causal horizon is that two particles or two groups composed
of a few particles, called X and Y, chosen at random, are not
likely directly entangled with each other. This is because in
this condition, the vast majority of degrees of freedom are not
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contained between the two subsystems X and Y, but outside
them (causal horizon that involves both). Therefore, for this
reason the two subsystems share a negligible entanglement
with each other.

In order to formalize the analysis, one can describe the
system by the equation

ρXY =
∑

i

ωi ρ
i
X ⊗ ρ

i
Y , (1)

which shows the density matrix that describes the entangle-
ment between the two subsystems, each of them described by
its individual density matrix.

Both of the subsystems are casually connected and sepa-
rated. Now if the subsystems X (small subsystem) and Y (rest
of the Universe with large amount of particles) are separated
by the causal horizon (space-like separated) so that the vast
majority of degrees of freedom are contained between both,
we have that the density matrix describes the entanglement
between both subsystems as described in equation

ρXY =
∑

i

ωi | ϕ
i
XY⟩⟨ϕ

i
XY | , (2)

in which the term ϕi
XY represents a pure state and ωi are prob-

abilities.
In the situation formalized by (2), unlike the previous sit-

uation formalized by (1), the two systems X and Y share a
high degree of entanglement. Fig. 1 summarizes the two sit-
uations analyzed here about entanglement across causal ho-
rizons. On the left side we have the X and Y subsystems with
few particles surrounded by the causal horizon (crosshatched
background) where mutual entanglement is negligible. On
the right side we have the subsystem X with few particles
surrounded by the causal horizon (crosshatched background)
smaller than the subsystem Y which contains the rest of the
Universe (a myriad of particles) where mutual entanglement
is immense.

It is notable that the degree of entanglement between such
subsystems depends directly on their dimensionality in the
correspondent Hilbert space with respect to the dimension-
ality of the causal horizon and that these grow exponentially
according to the number of degrees of freedom they have, that
is, with the amount of particles that constitute them and their
possible states. This indicates that it is possible to make local
manipulations of a myriad of particles so that the effects of
entanglements between subsystems become detectable, that
is, for local systems to pass from the condition indicated by
(1) and diagram on the left side of Fig. 1 to the one indicated
by (2) and the right side of Fig. 1.

That’s what we actually performed in our previous exper-
iments [20, 22, 35, 36]. In various experiments we polarized
a myriad of electric dipoles inside a dielectric under intense
electric fields, magnetized a myriad of magnetic dipoles in-
side solenoids under intense magnetic fields, placed a myr-
iad of electric and magnetic dipoles in collective precession

Fig. 1: Scheme of entanglement accross horizons. At left, we see
the systems X and Y with negligible amount of entanglement be-
tween them because their small areas (extremely small quantity of
particles) compared to the area of the causal horizon (crosshatched
background). At right, we see the opposite, the big amount of mu-
tual entanglement between the systems X and Y, considering the big
value of the sum of their areas (myriad of particles) compared to the
small area of the causal horizon (crosshatched background).

and mobilized a myriad of charge carriers within conductors,
superconductors and semiconductors. Considering only the
nonlocal interaction between two separate simple dipoles and
no local interaction via known forces as shown in Fig. 2, we
have that the action of a local potential (magnetic or electric)
in one of the dipoles affects the other dipole of the pair that
is in the environment. The state of the pair of dipoles can be
represented as being typically entangled [28] as represented
by equations

| Ψ1 ⟩ =
| 01 ⟩ − | 10 ⟩

√
2

(3)

and
| Ψ2 ⟩ =

| 01 ⟩ + | 10 ⟩
√

2
, (4)

in which the state zero means orientation along the field and
the state one means orientation against the field. These kets
represent entangled states of a pair of dipoles in which one of
them is oriented by a local field.

The nonlocal connection between the dipoles explains the
supposedly anomalous forces in the form of weight variation
that are measured in devices where high local potentials are
applied and also in forces that such devices induce at a dis-
tance. Such inductions cannot be blocked as we have seen in
our experiments [20, 22] because in fact there are no isolated
systems and this is precisely one of the main properties of
gravity.

We deal in our experiments with intense local potentials
that have driven myriads of particles, but immense amounts
of particles in the Universe are affected by local bound poten-
tials of very weak magnitude so that nonlocal net effects are
extremely weak, but we will show later in this work that these
may explain the weakness of gravity through the other known
forces.

A gravitational-like interaction was detected in our exper-
iments in [20], where a shielded capacitor via Faraday cage

42 Elio B. Porcelli and Victo S. Filho. Novel Insights into Nonlocal Gravity



Issue 1 (June) PROGRESS IN PHYSICS Volume 19 (2023)

Fig. 2: Simplified analysis of the nonlocal interaction dipole-dipole.

enclosed inside a box was subject to a high voltage applied
via shielded and insulated wires. Its weight variation cannot
be explained via ionic winds and local interactions such as
electrostatic, magnetic or acoustic ones.

The adoption of macroscopic observables as witnesses of
entanglement of systems composed of many particles such
as the electrical susceptibility χe and the magnetic suscep-
tibility χm provides the necessary tools that can be applied
in theoretical formalisms that explain the experimental re-
sults [21, 29, 30] considering the complexity involving quan-
tum systems composed of myriads of particles. According
to [29], the entanglement witness is shown as being more gen-
eral (in the sense that it is not only valid for special materials),
associating some macroscopic observables such as magnetic
susceptibility χm with spin entanglement between individual
constituents of a solid. It was proposed in [29] a macroscopic
quantum complementary relation basically between magneti-
zation M, representing local properties, and magnetic suscep-
tibility χm, representing nonlocal properties. By defining for
a system of N spins of an arbitrary spin length s in a lattice

the quantities:

Gl = 1 −
kTχ
Ns

(5)

and

Gnl =
⟨M⃗⟩2

N2s2 , (6)

in which M is the modulus of the magnetization vector, k is
the Boltzmann constant, T the temperature and the suscepti-
bility of the system is defined as

χ = χx + χy + χz , (7)

hence, it was shown in [29] that one has:

Gl +Gnl ≤ 1 . (8)

Such quantities have specific meanings, that is, Gnl repre-
sents the quantum correlations between the spins in the solid
(nonlocal properties) and Gl represents the local properties
of individual spins. The hypothesis of preexisting GQE in-
dicates that there are no isolated systems as mentioned be-
fore, thus the magnetic core and the environment around it
are both part of the same system where the inequality (8) can
be considered accordingly. In other words, if one quantity in-
creases then the corresponding counterpart quantity has to de-
crease. If Gl increases and Gnl decreases in the magnetic core,
Gnl decreases and Gl increases in the environment and vice-
versa. This is the same framework described before involving
a simple system with two entangled magnetic dipoles. If we
increase the intensity of a magnetic field (Gl) applied in one
then the nonlocal forces (Gnl) must increase in the other.

Then, calculating the intensity of the nonlocal force F
generated by a series of magnetic spins (dipoles) within the
core of solenoid subjected to intense magnetic fields through
classical quantities such as the magnetic susceptibility of the
solenoid material (macroscopic observable) and the magneti-
zation M can be defined by

F =
1

16π2

S BI
θ
. (9)

The product S BI represents the summation of the energy
eigenstates of the internal spins (dipoles) of the solenoid, in
which S is the area of the solenoid, B is the internal density of
magnetic flux and I is the electric current that flows through
the wires of the solenoid and which generates the magnetic
field applied. The number in the denominator comes from
the Planck constant ℏ squared existing in the Hamiltonian of
the spin system and θ is the radius of the cylindrical solenoid.
Such an equation corroborated the experimental results of ex-
periments with magnetic solenoids.

Another experiment replicating Galileo’s experiment in
the Tower of Pisa and referring to spins or magnetic dipoles is
related to locked magnets [37]. The experiments showed that
in free fall two strong magnets in repulsion coupled fall more
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slowly than equivalent ordinary (demagnetized) objects and
two strong attractive magnets coupled to each other fall faster
than demagnetized equivalent objects. In the GQE model,
the phenomenon of difference of gravitational acceleration
can be explained in a consistent way [37]. The theoretical
predictions using such a formalism are corroborated by the
results of the experiments and following the same criterion of
using macroscopic quantum observables (considered as clas-
sical quantities) representing the entanglement of a myriad
of particles with the environment, so that it was possible to
build models that explain other systems such as dipole elec-
trical charges in dielectrics and electrical charges flowing in-
side conductors, semiconductors and superconductors. It is
known that light beams are deflected and distorted (gravita-
tional lensing) by gravitational fields of massive bodies and
considering such phenomena we performed experiments with
isolated piezoelectric materials that also showed deformed
laser beams effects [35]. This indicates another possible as-
sociation of the GQE model with gravity.

Another experiment [38, 39] demonstrating force induc-
tion at a distance with gravitational characteristics was carried
out involving the mechanical displacement of masses of dif-
ferent materials in a pendulum caused by collimated impulses
produced by a superconductor subjected to high voltages. An
explanation via the Theory of Relativity was proposed in [40].
Our GQE model [21] can also explain that effect in a consis-
tent way with the experimental data, especially the relation-
ship of applied energy and the mechanical energy of oscil-
lation of the pendulum. All this argument possibly demon-
strates the generality of both gravity and GQE and that both
have a very close relationship with each other. Further we
conclude that there is an intrinsic connection between these
physical entities that affect all bodies and particles (fermions
and bosons), regardless of their constitution.

3 The order of magnitude of gravity

According to GQE, all the particles transfer variations of mo-
ment indistinctly among them, considering as basic hypothe-
sis that they are quantically entangled and subjected to known
nonlocal forces. Let us assume valid GQE hypothesis and
investigate if quantum mechanisms like that can explain the
gravity force. The question to be answered is: But how to ex-
plain that the gravity force can be originated from such mo-
menta exchange if it is extremely weak and the magnitudes of
the local forces are much higher? For instance, the gravita-
tional force is 10−36 times smaller than the electrostatic force
at the same distance [9].

In general, all the local forces such as the electromagnetic
one, weak nuclear and strong nuclear forces are attractive and
repulsive [41], but what explains the fact that only the gravi-
tational force is attractive? In [9], a very interesting study was
reported by Assis, indicating that two neutral electric dipoles
where negative charges oscillate with small angular velocity

around an equilibrium position can attract each other through
an average net electrostatic force that falls off as the inverse
square of the distance between them and whose magnitude
are compatible with that of the gravitational force. Besides
he also showed that the same behavior is valid for groups of
N dipoles; in other words, he showed that in that theoreti-
cal framework gravitation can be derived from electromag-
netism. To reach this result, Assis used calculations based on
Weber’s generalized potential energy shown by equation

U =
q1q2

4πϵ0

1
r12

[
1 − α

( ṙ12

c

)2
− β
( ṙ12

c

)4
− γ
( ṙ12

c

)6
− ...

]
, (10)

considering dipole oscillations in the three x, y and z direc-
tions. Eq. (10) indicates the dependence of the potential en-
ergy between the dipoles in terms of the power series in pa-
rentheses, in which r12 is the average distance between the
two particles of the dipole and α, β and γ are the parameters
that indicate the magnitude of those power series terms. As
known, q1 and q2 are the oscillating negative charges of the
dipoles, ϵ0 is the vacuum permitivitty and c is the speed of
light. The dot in the distance r12 is the notation used for the
time variation of the distance between the two charges of the
dipole.

The force between the dipoles is attractive and given by

F⃗12 = −r̂12
dU
dr12
. (11)

Eq. (11) indicates the force between two dipoles 1 and 2
apart by the distance r12 and its attractive feature.

Surprisingly, the calculations resulted in a cancellation of
the most significant terms of the series so that the potential
energy – and, therefore, also the force – started to decay ac-
cording to c−4 reproducing Newtonian gravitation as being
the fourth-order of the electromagnetic effect.

Considering the values of the charges equal to the electron
charge, that is, q1 = q2 = e, and making A1 ∼ 10−10 m, which
is the typical size of the atom or molecule where the electrons
are vibrating around the positive nucleus; and also consider-
ing equal the angular velocities of the oscillating charges of
the dipoles ω1 = ω2 = ω and the coefficient β = 1/8, from
(10) Assis interestingly simulated Newtonian gravitation with
electromagnetism demonstrating an interesting relationship
between electromagnetic parameters, as shown in the left
term of equation:

7
18

1
8

e2

4πϵ0

A4
1 − ω

4

c4 = GM2 , (12)

as gravitational parameters shown in the term on the right,
where G is the usual gravitational constant and M is the mass
of the neutron or the mass of the hydrogen atom.

Assis also indicated other issues in his model, such as the
relationship of inertia with gravity derived from electromag-
netism that we will address in future works. In addition, he
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also indicated possible limitations such as the fact that the cal-
culations do not include relativistic corrections, as proposed
by Phipps [42] for Weber’s generalized potential energy. The
model here investigated can explain the orders of magnitude
of the gravitational interaction, its decay with the distance
between the bodies and also its attractiveness characteristic
through electromagnetic interactions between neutral dipoles,
more specifically between the charged particles that compose
them such as electrons. Despite the apparent success of this
model, if we are supposed to isolate such dipoles through
electromagnetic shields (Faraday cages) we could suppress
them and it is known that in principle there is no gravitational
shielding. In other words, there is an apparent paradox if we
adopt such a model for gravity. Another issue is that electro-
magnetic interactions between electrically charged particles
such as electrons and protons that make up neutral dipoles
were considered to derive the gravitational interaction, but it
is known that neutral particles such as photons and neutrinos
(it is assumed that the latter can contribute most of the mass
of the Universe) undergo the action of gravity. So, these argu-
ments lead us to conclude that a very important feature must
be added to the model studied here in order to derive grav-
ity from local forces, which is to consider the GQE hypothe-
sis. Thus, a potential energy such as Weber’s generalized one
given by (10) can be considered as a local potential energy V
in the Hamiltonian Ĥ of a multiparticle system represented by
(18) that we discuss in more detail in section 5. Such a local
potential can provide the interaction with particles external to
the system through nonlocal forces that we can consider to be
gravitational.

Our previous work [43–45] has corroborated that such
nonlocal forces can indeed be induced and measured exter-
nally when, for example, strong electric fields are applied lo-
cally to a myriad of atomic and molecular dipoles contained
in dielectrics even though they are shielded by a Faraday cage.
In the model here discussed and represented by (10), we as-
sume local potentials between dipoles. Assis indicated in
[9] that terms lower than fourth-order are cancelled and are
preponderant in the Universe groups of particles that inter-
act with each other or particles that interact with themselves
(for example, when a neutrino splits into two virtual particles
and then the virtual particles become a neutrino again). This
phenomenon occurs via electromagnetism but also via other
known local forces.

To validate such a model, it is necessary to use a quantum
approach as done with London dispersion forces [46] and also
a relativistic approach.

4 The quantum origin of the speed of light

Quantum mechanics successfully demonstrates that particle
dynamics have a dual nature where the mutual transfer of
momentum is governed both by local interactions mediated
by force-carrying particles such as the photon in the case of

electromagnetism and by nonlocal interactions arising from
entangled quantum states between particles. In the first case,
the interaction speed follows a finite upper limit and in the
second case the interaction is instantaneous. Another fun-
damental feature of the theory of relativity is that the speed
of light is independent of any source or reference, although a
proposal to challenge such physical property has already been
done in the literature [47]. Knowing the origin of the finite
limiting velocity of local interactions, more specifically the
speed of light, is critical because both special relativity and
general relativity are built on this fundamental characteristic.
A very interesting work by Urban and his collaborators [48]
proposes to derive the speed of light from quantum mechan-
ics. The model in question treats the velocity of the real pho-
ton as being instantaneous as well as with nonlocal interac-
tions, but its propagation through the quantum vacuum oc-
curs in leaps like those of a frog. It “jumps” instantaneously
between the pairs of virtual particles of ephemeral duration
being absorbed and re-emitted in a chain. The delay inherent
in the absorption and re-emission process is what determines
the finite propagation velocity c of the photon. Electromag-
netic properties such as permeability µ0 and permittivity ϵ0
of the vacuum are determined by the creation and destruc-
tion of ephemeral particles such as electrons and positrons in
addition to other fermions, and therefore both statistically de-
termine on average the speed of light in the vacuum, given
that

c =
1
√
µ0 ϵ0

, (13)

allowing some small variation to be confirmed experimen-
tally. Einstein [49,50] showed that the total mass m of a body
is the measure of its energy content E (mass-energy equiva-
lence) according to the relation E = mc2, where c is the speed
of light in vacuum. In order to reach this conclusion, he con-
sidered that the body yielded or absorbed energy in the form
of electromagnetic radiation and that such an action caused
its mass to change. So the exchange of force carriers like
photons that are constrained in their propagation speed due to
their interactions with the ubiquitous quantum vacuum that
surrounds all bodies and particles appears to be a crucial fac-
tor for both special and general relativity, both experimentally
validated.

A pioneering experiment among the various later exper-
iments that validated such theories was the Hafele-Keating
one [51] in the 1970s, which compared the measurements
of time between precision atomic clocks inside an airplane
that spent a certain time at high altitude and speed synchro-
nized with others that were at rest on land. After the plane
landed, the measurements of the clocks were compared and
showed to be in notable disagreement with each other, ob-
taining an accuracy above 98% in relation to the theoretical
predictions [52, 53] given that the clocks on board suffered
an advance in the proper time due to the fact that they were
at a higher altitude, that is, subject to a weaker gravitational
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potential energy than at the surface, corroborating the rela-
tionship between proper time dτ1 (plane) and dt (surface) in-
dicated in (14) derived from general relativity (Schwarzschild
metric):

dτ1 =

√
1 −

2m
R

dt . (14)

The clocks were also delayed due to the effect of special
relativity with the plane’s speed v, corroborating the relation-
ship between the proper time dτ2 (plane) and dt (plane at rest
on the ground) indicated in (15):

dτ2 =

√
1 −
v2

c2 dt . (15)

In (14), R indicates the distance from the planet’s center
of mass (altitude) and m represents the relativistic mass of
the planet according to the relationship m = GM/c2, where
G is the usual Newtonian gravitational constant and M is the
planet’s rest mass. The theory of relativity also predicts other
effects [52, 53] such as the advanced perihelion of the plan-
ets, the deflection of light by the gravitational field and the
spectral displacement of gravitational origin, all of which are
experimentally proven. According to GQE theory, all par-
ticles are quantum entangled and, therefore, interact not lo-
cally instantaneously, but due to the fact that they also inter-
act via local interactions mediated by force carriers limited to
the velocity c taking into account their delayed propagation,
through the ubiquitous quantum vacuum, the predictions of
both general and special relativity support under certain con-
ditions part of phenomena such as those mentioned above that
Newtonian physics cannot explain.

The understanding of such “complementarity” in the co-
existence of nonlocal and local interactions is analogous to
what exists in the corpuscular and wave aspects because they
seem contradictory, but are actually complementary accord-
ing to quantum mechanics. Therefore, it is essential to study
certain aspects of contradictory phenomena in relation to gen-
eral relativity and special relativity, as indicated by van Flan-
dern [54]. For example, according to him, the photons emit-
ted by the Sun arrive at planet Earth 8.3 minutes after being
emitted, time in which the Sun moves 20 arcs of a second in
relation to the terrestrial reference. This causes the classic
optical aberration studied by Bradley in 1728 to occur [54].
If such a phenomenon of aberration occurred with gravity,
there would be a slight radial decrease in the intensity of the
force so that the radial distance of the Earth’s orbit would in-
crease by 150 million kilometers every 1200 years, which in
fact does not occur. Such an effect occurs with the radiation
emitted by the Sun absorbed by dust particles where a trans-
verse component affects their orbits (Poynting-Robertson ef-
fect). It is clear in this example the need to understand the
complementary nature in which the gravitational interaction
is instantaneous as proposed by the GQE theory and that the
optical aberration in the radiation emitted by the Sun occurs

due to the photons having a finite propagation speed like the
other force carriers. More examples are given by van Flan-
dern such as the fact that gravity and light do not act in par-
allel directions, anomalies that occur during solar eclipses,
etc. Other works such as [55] tried to answer why there is
no aberration of gravity via General Relativity Theory with-
out superluminal propagation of gravity assuming an approx-
imation that the Sun and Earth have a mutual uniform mo-
tion. On the other hand, other works report possible super-
luminal different phenomena such as superluminal photon-
ics tunneling [56] and superluminal X-rays [57]. Regarding
the gravity waves with approximately the speed of light that
were supposedly detected by the huge laser beam interferom-
eters of LIGO-VIRGO collaboration, it must be necessary to
investigate deeply as the authors [58] are proceeding in or-
der to explain if the deviation of the beams was produced
by other physical effects such as propagating vacuum flutu-
ations caused by huge cosmological events or by another lo-
cal events. There is another experiment that supposedly evi-
dences the nonlocal nature of gravity in [39], in which is re-
ported the generation of a supposed gravitational-type inter-
action using superconductors under high-voltage discharges
carried out, where impulses of up to 70 ns were induced at a
distance at an apparently superluminar velocity (supposedly)
64 times the speed of light within the limitations of the equip-
ment. The study of light interaction with gravity impulses and
measurements of the speed of gravity impulses were also re-
ported in [59].

Based on these promising analyses, the authors intend to
continue the studies to deepen the understanding of the men-
tioned complementarity (local and nonlocal) of the interac-
tions as well as to carry out new experiments involving the
measurement of the velocity of the gravitational interaction.
The authors also intend to publish another work containing
important topics related to the association between inertia and
gravity, the Mach principle and the principle of equivalence
between gravitational mass and inertial mass.

5 Quantum interference via gravitation

The theory of Entropic Gravity or Emergent Gravity [7] pro-
poses that gravity is not a fundamental interaction based on
Quantum Field Theory, and therefore is not mediated by par-
ticles called force carriers such as gravitons. This characteris-
tic is analogous to the GQE theory, which also proposes that
gravity is not mediated by force carriers, but is the result of
the transfer of momentum at a distance between particles that
undergo the action of fundamental or canonical potential en-
ergies at their locations, considering that they are all in a pre-
existing state of generalized quantum entanglement. The the-
ory of Entropic Gravity has had a lot of opposition [60–62],
but in this work we want to describe one of the oppositions
[63, 64] that emphasizes that such a theory is not consistent
with the result of the pioneering experiment of gravitational
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induction of neutron phase shift [65]. In the aforementioned
experiment that uses interferometry, a beam of neutrons with
coherent quantum wave functions is split and separated into
two beams that pass through different paths and are then re-
combined again to form an interference figure. The diagram
in Fig. 3 shows one of the beams passing through positions A,
B and D on a trajectory with higher altitude with respect to the
Z axis (vertical) and another beam passing through positions
A, C and D on a trajectory with lower altitude. Point D indi-
cates the interference region where the two beams recombine.

Fig. 3: Neutron interferometry experiment where a phase difference
between the ABD and ACD beams was detected due to being sub-
jected to different gravitational potentials [65].

The analysis of the interference figure clearly indicated
that there was a phase difference depending on the neutron
trajectory, related to the fact that the gravitational potential
energy has a lower magnitude in the higher altitude trajectory
(BD section) and higher magnitude in the lower altitude tra-
jectory (CD section). The neutron momentum is therefore
different on the trajectory ABD (p1 = ℏkBD), with respect
to the momentum of the trajectory ACD (p2 = ℏkCD). The
Schrödinger equation [66, 67]

−
ℏ2

2mn

∂2Ψ

∂z2 + mngzΨ = iℏ
∂Ψ

∂t
for z > 0 (16)

indicates dependence of the neutron dynamics on the gravi-
tational potential energy represented by the term mngzΨ (the
other term to the left of the equality represents the kinetic en-
ergy). The two terms to the left of the equality represent the
standard Hamiltonian operator Ĥ.

This Schrödinger equation (16) represents the dynamics
of the neutron in the physical system described. The gravita-
tional potential energy used in the formalism is that of clas-
sical physics, that is, it depends on the neutron mass mn, the
gravitational constant g and the altitude z (Z axis) according
to the term mngzΨ. The predicted phase difference theoreti-
cally calculated according to the standard Hamiltonian Ĥ is
consistent with the phase difference obtained experimentally.

But according to [63], in the case of entropic gravity, the in-
terference pattern is destroyed because the gravitational inter-
action is not fundamental or canonical for this theory, that is,
it behaves like a typical chaotic thermodynamic interaction so
that the wave function of the neutron loses its coherence. In
the theory of entropic gravity, the gradient of variation of the
gravitational field with respect to altitude (Z axis) is a statisti-
cal average of the thermal fluctuations involving a myriad of
microstates. The last two terms in the equation

Ĥ =
p̂2

2m
+ Vgrav(r) = −

∂2

∂r2 − 4πm
∂

∂r
− 4π2m2 +mgr . (17)

indicate deviation from the standard Hamiltonian and demon-
strate that entropic gravity does not explain the experimen-
tally measured phase difference. Eq. (17) shows the Hamilto-
nian operator according to the entropic gravity theory, where
m is the neutron mass and r is the altitude value (Z axis).
In the experiment [65], according to the interpretation of the
nonlocal gravitational interaction through the GQE theory, we
can define the relevant Hamiltonian operator of the neutron-
Earth system via equation

Ĥ = −
ℏ2

2

 N∑
M=1

1
M
∂2

∂z2 +
1

mn

∂2

∂z2

 + V̂M . (18)

which determines its dynamics in order to change the phase
of its wave function coherently.

Eq. (18) shows the “standard” Hamiltonian operator of the
nonlocal gravitational interaction of the neutron-Earth system
according to GQE theory. The neutron moves on a trajectory
with a certain kinetic energy (term on the right in parenthe-
ses in (18)) and in a state of quantum entanglement with the
myriad of particles that make up the planet Earth whose to-
tal kinetic energy is represented in the sum of the term from
the left in parentheses in (18). As the neutron is subject only
to gravitational interaction with the planet Earth (its electro-
magnetic interaction is negligible because it has practically
zero electric charge), the potential energy V̂M (fundamental
or canonical) inherent to the particles of the planet Earth is
represented in (18).

The analysis performed here allows us to suppose that the
phase difference theoretically predicted via GQE theory and
calculated according to the standard Hamiltonian Ĥ shown in
(18) is consistent with the phase difference obtained experi-
mentally in the experiment in [65]. The potential energy in-
herent to the particles of the planet Earth of (18) can be equiv-
alent to the classical gravitational potential energy of (16)
with its main gravitational characteristics such as decay ac-
cording to the inverse of the distance (height), attractiveness
of the force and order of magnitude, for example, if it corre-
sponds to potential energy like Weber’s generalized one, as
shown earlier via (10). The fact that nonlocal gravity within
the framework of GQE theory seems to be consistent with
gravitational induction of quantum interference, considering
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that the nonlocal potential V̂M is canonical or fundamental
such as the local potential, is very interesting and encourages
further studies for a more detailed understanding.

6 Conclusions

In this work, we outlined a discussion of the state of the art of
the research on some gravitational phenomena and theories
of gravity. Specifically, we discuss how the GQE hypothesis
can be associated with gravity, explain all aspects of such an
interaction as its very weak magnitude, the nonlocal effects
of gravity, the limit of the light velocity as consequence of
the quantum vacuum, the validity of the nonlocal gravity and
its description by means of GQE and many other interesting
theoretical issues concerning the gravitational interaction.

We assert that some previous experiments indicated that
GQE is consistent with some gravitational effects reported in
the literature, as the weight reduction of capacitors, the gravi-
tational shield generated by superconductors or the change in
the value of the gravity acceleration of two magnets locked
with each other in free fall.

It is worth to mention that in a next work we also intend
to analyze a lot of relevant topics that deserve a more pro-
found study, as the earlier mentioned complementarity (lo-
cal and nonlocal) of the interactions and the association be-
tween inertia and gravity, Mach’s principle and the principle
of equivalence between gravitational mass and inertial mass.
In addition, we also intend to explore other themes not dis-
cussed here as the dark matter or MOND, in order to investi-
gate more profoundly the consistency of GQE for explaining
all such phenomena.

Received on February 17, 2023
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Based on the mechanistic interpretation of J. Wheeler’s geometrodynamics, where
space has the properties of an ideal fluid surface, it was found that the ratio of the forces
acting in the surface wave transverse component to the forces acting in its longitudinal
component is equal to the ratio of the electric forces to the gravitational ones. The sur-
face of a finite thickness is the original material entity, the fractalization of which leads
to forming material bodies and the tension of the above surface, which is manifested as
an attraction between the bodies. The speed of light has been determined and the gravi-
tational constant calculation formula has been obtained. It is concluded that a radiating
cell of the surface wave generates a radiation having the wavelength corresponding to
the background radiation maximum.

1 Introduction and main provisions

Geometrodynamics, introduced by the famous scientist John
A. Wheeler, who died in 2008, does not seem to be approved
by modern physicists, since it requires the presence of some
medium (ether). According to Wheeler’s concept, charged
microparticles are singular points on a non-unitary coherent
connected two-dimensional surface of our world, connected
by a “wormhole”, a vortex tube or a current force line of
the drain-source type in an additional dimension, forming a
closed contour [1]. But “wormholes”, if they are not con-
sidered purely mathematical constructions, in their physical
embodiment can only be the vortex formations based on the
surface (or phase boundary) of some substance that has the
properties of an ideal fluid.

The presence of contours (vortex tubes) is also postulated,
for example, in [2], where the vacuum structure is considered
as a network of one-dimensional flow tubes (knotted/linked
flux tubes), and it is claimed it is such a network that provides
the spatial three-dimensionality of the Universe. At the same
time this network, infinitely densely filled with such vortex
formations, forms a continuous surface (the possibility of this
was proved in the 19th century by J. Peano [3]). This sur-
face, in turn, as it becomes more complex, can form three-
dimensional material objects, which are, in fact, highly frac-
talized, up to the parameters of the microworld, surfaces with
a fractional dimension. An undeformed (non-fractalized) sur-
face is equivalent to the empty space, and bodies when driv-
ing in such a continuous medium does not feel any resistance
up to the speed of light, i.e., until surface waves forms, and for
any observer the vacuum medium remains undetectable. Re-
call that even when moving in a real liquid body, an observer
does not feel a resistance up to the speed when a surface wave
is formed (for water, the speed is 0.3. . . 0.5 m/sec).

As for a completely entire three-dimensional body, it does
not have an internal structure, does not carry any information
about its structure (except for its own mass), and such bodies
do not really exist. The fact that all objects are fractalized

surfaces is especially well manifested in the organic world:
under the surface of outer shells there are the surfaces of or-
gans, vessels, then – the surfaces of their fibers, then – the
surfaces of cells, etc.

The Wheeler model’s closest analogy on the scale of our
world would be the ideal fluid surface, the vortex formations
arising in it and corresponding interactions between them. In
the mechanistic interpretation of Wheeler’s idea, the charge
reflects a measure of the medium nonequilibrium and is pro-
portional to its momentum along the vortical current tube
contour, spin, respectively, is proportional to its angular mo-
mentum relative to the contour longitudinal axis, and mag-
netic interaction between the conductors is similar to the
forces acting between the current tubes. In this model, a point
or a line is considered to be physical objects with certain di-
mensions, where the electron volume with mass me and radius
re can be taken as a medium unit element. A free charged par-
ticle in such a scheme is represented as part of an open con-
tour or a unipolar vortex resting on the surface of our world
and directed along the “extra” dimension, where the particle
charge and spin are determined by the “hidden mass” dynam-
ics [4].

In such a model, the electric constant becomes the density
per unit of the vortex tube length

ε0 =
me

re
= 3.23 × 10−16 kg/m , (1)

and the reciprocal of the magnetic constant is the centrifugal
force

1
µ0

= c2ε0 = 29.06 N , (2)

arising from the rotation of the vortex tube element with mass
me, at the speed of light c along the radius re; it is also equiv-
alent to the force acting between two elementary charges at
this radius.

The paper [4] defines the vortex thread parameters: its
mass M, circumferential velocity v, radius r, and length l for
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an arbitrary p+–e−-contour in dimensionless units of me, re

and c:
M = l = (an)2 (3)

v =
c1/3

0

(an)2 , (4)

r =
c2/3

0

(an)4 , (5)

where n is the main quantum number, a is the reciprocal of
the fine structure constant, c0 is the dimensionless speed of
light, c/[m/sec].

This approach has justified itself in determining the elec-
tron charge and radiation constants numerical value and other
parameters both for the microworld [4, 5, 6, 7] and for cos-
mological objects [8]. The mechanistic interpretation of ge-
ometrodynamics does not introduce any additional entities,
but, on the contrary, reduces them. So, the Coulomb is ex-
cluded from the set of dimensions and is replaced by the elec-
tron limiting momentum, which radically simplifies all the
dimensions associated with electromagnetism [9].

2 On the surface wave parameters

The speed of light is one of the few fundamental quantities
not derived in theory. However, as established in [10], it turns
out the propagation of light to be similar to wave’s moving on
the liquid surface and has the maximum equal to the speed of
light, which is determined from the well-known equation

v2 =
gλ

2π
+

2πσ
ρλ

, (6)

where g is the acceleration, λ is the wavelength, σ is the sur-
face tension (force relative to the perimeter), ρ is the specific
density. The first term reflects the gravity effect on the wave
speed, the second – the surface tension effect.

When this equation was solved, a radiating cell (toroid)
was considered, in which the medium circulates along the
contour with radius R = a2n2re and rotates helically about the
toroid longitudinal axis, creating z structurally ordered units
(waves or photons) with centrifugal acceleration g = zv2/R.
The surface tension was defined as (1/µ0)/R, and the specific
density as mpme/R3, where mp is the relative proton mass in
units of me.

The solution obtained, can be considered as a special case
of the wave velocity maximum at n = 4.23 and does not de-
pend on the parameters n and z. However, unlike a liquid
where the surface wave velocity has a minimum, and, actu-
ally, their capillary and gravitational waves velocity depends
on the surface tension and the basin depth, there is some nat-
ural mechanism for electromagnetic waves ensuring of their
speed from the wavelength independence.

Let us express the wavelength from (6). Assuming v = c,
after transformations we get (a plus radical formula is ac-
cepted)

λ =
πrea6n6

c2/3
0

1 +

1 − 4c2/3
0

a2n2mp

1/2 . (7)

The critical value n = 0.227 corresponds to the wave-
length minimum value

λmin =
πrea6n6

c2/3
0

= 1.81 × 10−11 m , (8)

which is already gamma radiation. Thus, for n < 0.227, either
a more accurate equation is required, or the radiation already
completely loses its longitudinal component and becomes the
capillary waves analogue; anyway, it is known gamma rays to
behave like particles at λ < 10−10 m.

It should be borne in mind that, as applied to (7), the
parameter n determines the radiating cell physical size, i.e.,
the circular trajectory size, along which particles move under
the surface in the liquid medium under the action of gravita-
tional forces (in contrast to the proton-electron system main
quantum number, which characterizes the atom excited state).
Note that at n = 4.23, when v = c, from (7) follows λ =

1.52 × 10−3 m, which corresponds to the background mi-
crowave radiation maximum. Thus, it turns out the optimal
radiative cell at which the wave speed is compared with the
speed of light to be the cosmic background radiation natural
source or, at least, be its longitudinal component.

As shown in [5], the proton-electron contour parameters
are determined from the condition of the equality of the mag-
netic repulsive forces and gravitational attractive forces,
which in the Coulombless form has the form

zg1 zg2γm2
e

r2 =
ze1 ze2 µ0m2

ec2l
2πr × [sec2]

, (9)

where zg1 , zg2 , ze1 , ze2 are the gravitational masses and charges
in the masses and charges of an electron, γ is the gravitational
constant.

The largest contour size is possible when the entire pro-
ton mass, corrected for the Weinberg projection angle Θ, is
involved in the circulation contour. Then at zg2 = mp/ cos Θ

for unit charges after transformations we obtain the geometric
mean from (9) in units of re

lk = (lr)1/2 =

( mp

cos Θ

)1/2
(2πγρe)1/2 × [sec] , (10)

where ρe is the specific electron density me/r3
e , Θ ≈ 28.70◦ is

the Weinberg angle.
The lk parameter is compound. Taking into account (3),

(5) and (10), the values of l and r in units of re have the form:

l =
c2/3

0

l2k
, (11)
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r =
l4k

c2/3
0

. (12)

Taking the parameter r as the major axis of the contour,
bearing in mind (3) and 12), from (10) the limiting quantum
number is determined

nmax = 2π
mp

cos Θ

γρe × [sec2]

ac1/3
0

. (13)

It follows from (13) that nmax ≈ 390, then the largest cir-
culation contour size (the surface wave depth) is 3902a2re,
and the recombination wavelength λmax = n2/R∞ = 0.0139 m,
where R∞ is the Rydberg constant. This result is consistent
with the fact that there are no excited hydrogen radio lines at
n > 301 even in open space [11]; recombination radio lines
with more n were detected only in absorption and not from
hydrogen, but from the hydrogen-like atoms [12].

As for the parameter n as applied to the radiating cell,
even at λmax, as it follows from formula (7), n ≈ 6. That
is, the hydrogen atom radiating cell size (this cell is, as it
were, the analogue of an antenna) at any possible wavelength
does not go beyond the VI-th period atoms size (the atoms
containing electrons in the seventh shell are unstable). The
location of an electron at a greater distance from the nucleus
is his excited and short-term state.

The longitudinal waves length, apparently, will be deter-
mined by the same equation (6) and, if it is limited not by
n = 6, but by nmax = 390, then their length can be very large.
Perhaps, in some range, electromagnetic waves also have a
longitudinal component, since there are studies indicating the
existence of longitudinal electromagnetic waves [13].

3 Determination of the gravitational constant

Let us consider an extremely simplified scheme of a single
radiating cell, when a medium with an arbitrary mass m cir-
culates along the toroid contour with a radius R, and at the
same time it also rotates in the spiral about the toroid longi-
tudinal axis in a radius r. The surface wave is known to have
longitudinal and transverse components. Let the circulation
along R occur under the action of gravitational forces with
acceleration v2/R, and the spiral rotation along r occur under
the action of surface tension forces (capillary forces) with ac-
celeration v2/r. Considering the surface wave components
separately, it is logical to correlate these components with
gravitational waves and electromagnetic waves. One can say
the electromagnetic oscillations to form, as it were, a small
“ripple” on the surface of gravitational waves. Such ripples
– a real physical analogue – are easy to observe on the water
surface over its ordinary disturbance.

So, it is possible to draw up the single ratio of electric
forces to gravitational ones, or, bearing in mind the equal-
ity of masses, the ratio of accelerations, which will be the
largest under extreme conditions, i.e., it should be equal to

the value c2re/γme, where the gravitational constant should
be considered unknown. For the transverse component, the
highest velocity v = c, and the vortex thread smallest size r is
the circumscribed circle size around three Planck dimensions
rh, which from geometric constructions is equal to

r = rh

(
1 +

2
31/2

)
, (14)

where

rh =

(
~γ

c3

)1/2

, (15)

and
~ = amerec , (16)

since it has been established the quantity rh to have a physi-
cal meaning and be the neutrino vortex thread minimum size
[14].

For the longitudinal component, bearing in mind (4), the
lowest speed

v =
c1/3

0 c

(anmax)2 (17)

and, bearing in mind (3), the largest radius (contour length)

R = (anmax)2 re . (18)

Thus, for the largest ratio of accelerations, taking into ac-
count the above and bearing in mind (17) and (18), one should
write

(anmax)6 re

c2/3
0 r

=
c2re

γme
. (19)

As a result, bearing in mind (14), (15), (16) and separating
the parameter γ, after transformations from (19) we obtain:

γ =

(
1 +

2
31/2

)2/13

a1/13c16/39
0

(
cos Θ

2πmp

)12/13

×

× we

(
c
re

)2/13

× [sec−24/13] ,

(20)

where we is the electron specific volume, equal to r3
e/me, mp =

1836.2.
This equation is exact, but the Weinberg angle Θ (param-

eter in the electroweak interaction theory) is determined ex-
perimentally and lies within 28.13◦ . . . 28.75◦, i.e., cos Θ =

0.882 . . . 0.877. However, it can be calculated as the projec-
tion angle [4], and in this case

cos Θ =
c1/6

0

(2πa)1/2 = 0.882 , (21)

and also as the radius to circumference reduced ratio [5]

cos Θ =

(
1

2π

)1/14

= 0.877 , (22)
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and in other ways, which gives the same results. It can be
assumed that the currently observed experimental data incon-
sistency when determining the gravitational constant is as-
sociated not so much with the Weinberg angle’s uncertainty,
and how much with the projection uncertainty of “hidden” pa-
rameters on the selected direction of our world, i.e., with the
position uncertainty of the medium velocity vector relative to
this selected direction [4].

Interestingly, the product of geometry-related parameters
(1 + 2/31/2)2/13(cos Θ)12/13 is very close to 1, which is ap-
parently not accidental. Indeed, the fundamental constants
formulas, such as rh, ~, re, also do not contain geometric co-
efficients. Formula (20) can be written, as a result, by mak-
ing transformations and replacing c by c0 × [m/sec] in a more
compact form

γ = a1/13c22/39
0

(
2πmp

)−12/13
m−1

e r37/13
e × [m2/13sec−2] , (23)

which gives the value γ with a negligible error (here mp =

1836.2).
It should be noted that the parameter re can be excluded

from the formula for γ, since by definition it is determined
by the electron mass, speed of light, dielectric constant and
charge values, the latter, in turn, being determined through
the electron mass, speed of light and Weinberg’ angle [4].

4 Conclusion

The connection of gravity with the proton-electron contour
size confirms the existence of limiting sizes, both in the mi-
crocosm and in space. So the vortex thread smallest size (the
neutrino size) turned out to be equal to the Planck value ~
[14], and the hydrogen atom largest size, still capable of ra-
diation, corresponds to n = 390; this is confirmed by the
fact that even in space, no excited hydrogen radio lines with
n > 301 have been found [11]. The ratio of these limiting val-
ues makes it possible to calculate the gravitational constant.

Determining the speed of light and the gravitational con-
stant magnitude based on the proposed physical model proves
space to have the ideal fluid surface properties, where the
speed of light is the surface wave speed. It has been estab-
lished the ratio of forces acting in the transverse component
of this wave (capillary waves) to the forces in its longitudinal
component (gravitational waves) to be equal to the electric
forces to gravitational forces ratio.

Thus, the original material entity is the finite thickness
surface, whose deformation (fractalization) leads to the for-
mation of material objects. Since the surface wave longitu-
dinal component is essentially an elastic medium, in which
tension-compression forces are possible, the gravity forces
are the forces of attraction between material bodies, arising
due to tension of this surface during its fractalization (defor-
mation, thickening, condensation) in these bodies formation
process. This is consistent with the conclusions drawn by
Pierre A. Millette in his elastodynamics based on the analysis

of space-time deformation in terms of continuum mechan-
ics [15, 16]. That is, the very existence of material bodies
is the cause of their mutual attraction, and electromagnetic
waves contain the longitudinal component, which is the grav-
itational waves conductor.

It has also been established that the surface wave optimal
radiating cell generates radiation with the length of 1.52 ×
10−3 m, which corresponds to the background radiation max-
imum and, therefore, may be its natural cause.

And so, on the basis of the mechanistic interpretation of
Wheeler’s geometrodynamics, which, not being essentially
physical and mathematical, but rather physical and logical,
have determined the gravitational constant value (as well as
the speed of light, electron charge, neutrino mass, etc., which
was stated in the relevant articles). This model’s possibility
to obtain and predict results not achieved by mathematized
methods proves the macroanalogies underlying its full com-
pliance with the corresponding physical natural laws, which
indicates the need for further development of this model at a
higher level.

Received on March 27, 2023
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Fermion Mass Derivations: I. Neutrino Masses
via the Linear Superposition of the 2T, 2O, and 2I

Discrete Symmetry Binary Subgroups of SU(2)

Franklin Potter
Sciencegems.com, 8642 Marvale Drive, Huntington Beach, CA 92646 USA. E-mail: frank11hb@yahoo.com

We derive neutrino masses from discrete symmetry binary subgroups of SU(2), 2T for
the electron family, 2O for the muon family, and 2I for the tau family, acting collectively
to generate the PMNS mixing angles. Using the modulus τ near ω = exp(2πi/3) in the
domain of SU(2) converts the PMNS matrix into the 24th root of unity and produces a
factor of 311 to predict neutrino masses: m1 = 0.3 meV, m2 = 8.9 meV, m3 = 50.7 meV.

1 Introduction

One of the most challenging fundamental problems in par-
ticle physics is to calculate the mass values of the leptons
and quarks. We tackle this problem within the framework
of the Standard Model by considering the three specific dis-
crete symmetry binary subgroups of SU(2) that we have es-
tablished previously [1,2]. The three lepton families represent
the binary tetrahedral group 2T for the electron family, the bi-
nary octahedral group 2O for the muon family, and the binary
icosahedral group 2I for the tau family. The mass values for
the quark families will be derived via an identical approach
in a separate article.

After a brief review of some of the limitations of the Stan-
dard Model, we explain some of the consequences of the dis-
crete symmetry binary subgroups of SU(2), including how
we utilized their generators to derive the correct mixing an-
gles for the lepton PMNS‡ mixing matrix. These subgroups
have a domain in the upper half of the complex plane and we
use their modulus τ for fractional linear transformations near
its symmetry point τ0 = ω = exp(2πi/3) in our procedure to
predict the lepton mass values. Note that the modular sub-
groups of SL(2,Z) used to calculate lepton masses via many
parameters [3, 4] are isomorphic to our subgroups of SU(2).

We find that by treating the three lepton families equiva-
lently leads to the circulant matrix method used to derive [5,6]
the 1982 Koide formula [7] that accurately predicted the mass
value of the tau lepton. We move the value of τ slightly away
from ω, thereby introducing CP symmetry breaking, to con-
vert our PMNS mixing matrix into the 24th root of unity, from
which we calculate neutrino mass values by using the factor
of 311 difference from the charged-lepton mass values.

Finally, we examine how the unique invariant N for each
binary subgroup can be used to derive the lepton mass values
from geometry. According to F. Klein [8] in 1884, each of the
three binary subgroups has an invariant N inversely related to
j(τ) of elliptic modular functions, the N being: 1 for 2T, 108
for 2O, and 1728 for 2I, integer values that have a similar
hierarchy to the 0.511 MeV, 105.66 MeV, and 1776.82 MeV

‡Pontecorvo-Maki-Nakagawa-Sakata

mass values for the charged leptons!

2 SM limitations

The Standard Model (SM) of leptons and quarks has been an
extremely successful effective field theory [9–12] for combin-
ing the unified electroweak interaction with the nuclear color
interaction since its formulation in the 1970s. Its fundamen-
tal particles represent quantum fields, with the SM probably
being an approximation to an underlying theory.

The physical world is artificially partitioned into a (3+1)-
D spacetime and an internal symmetry space at each point in
spacetime. The known fundamental particle quantum states
are defined in the internal symmetry space, but the number
of dimensions of the internal symmetry space has yet to be
established.

The two particle quantum states for each lepton family
and for each quark family represent the continuous symmetry
group SU(2), i.e. the ±1/2 weak isospin states which are also
called the up and down flavor states. Of the 3 known lepton
families, the electron family (νe, e−), the muon family (νµ,
µ−), and the tau family (ντ, τ−), the more massive muon and
tau charged leptons are known to not be excited higher mass
states of the electron. Likewise, the two known quark fami-
lies beyond the first quark family are not simply higher mass
states of the first quark family.

The SM as presently understood cannot predict the num-
ber of lepton families nor the number of quark families. How-
ever, the weak interaction Z0 boson decays suggest that there
are exactly the 3 lepton families [13] if there are only neutri-
nos with mass values below about 90 GeV, which appears to
be the case. In addition, there is a cosmological limit of 15
total fundamental leptons plus quarks. There being 12 known
fundamental leptons plus quarks, at least one more family of
two particles is possible. [14, 15]

Lepton mixing occurs [16–18] when one neutrino type or
charged-lepton can change into another on the journey from
source to detector. This behavior is in direct conflict with the
SM expectation for massless neutrinos. However, most con-
served quantities still hold true, such as electric charge con-
servation with the electromagnetic interaction being equiva-
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Table 1: Lepton Family Group Assignments.

Family Group Order 3-D Mass
(MeV)

νe < 0.001

e− 2T 24 0.511
νµ < 0.001

µ− 2O 48 105.7
ντ < 0.001

τ− 2I 120 1776.8

lent for all electrically charged particles as well as the weak
interaction being identical for each of the lepton and quark
family particles, a property called weak universality. Further
tests challenging this weak interaction lepton flavor univer-
sality (LFU) continue to be carried out at many different ex-
periments worldwide.

3 Lepton mixing

In order to better understand the physical behavior of the SM
particle states, in the 1990s we introduced [1] specific differ-
ent discrete symmetry binary subgroups of SU(2) in R3 for
each family of leptons and in R4 for each family of quarks.
This approach has gained in importance in the past decade as
other approaches have become less likely or eliminated. The
discrete symmetry binary subgroups for the lepton families
are the assignments listed in Table 1 along with their 3-D rep-
resentations as the Platonic solids at the Planck scale. The
justification for these specific binary subgroup assignments
includes the correct mixing angles for the lepton PMNS ma-
trix that relates the wave functions for the SM flavor states to
their mass states.

One major consequence of having the fundamental par-
ticles represent specific discrete symmetry binary subgroups
is that the lepton and quark SM weak isospin states are not
the same as the mass states, in agreement with experimental
results. Otherwise, in the traditional SM view with the lep-
ton and quark families representing the continuous symmetry
group SU(2), there is no known reason for the mass states
to be different from the SM weak isospin states and this dif-
ference is simply attributed to a mismatch between the weak
isospin states and the mass states!

We proposed [2] that the reason for the difference between
the SM weak isospin flavor states and the mass states depends
upon the continuous symmetry requirement of quantum field

Table 2: Quaternion Generators. φ = (1+
√

5)/2

Fam. Grp. U3 Generator Factor Ang./2
SU(2) k

νe, e− 2T - 1
2 i − 1

2 j + 1
2 k -0.2642 52.66o

νµ, µ
− 2O - 1

2 i − 1
√

2
j + 1

2 k +0.8012 18.38o

ντ, τ
− 2I - 1

2 i − φ
2 j + 1

2φk -0.5370 61.24o

Table 3: Comparison to NuFit 5.2 values for neutrino observables.

bfp ±1σ 3σ range predicted

sin2 θ12 0.303+0.012
−0.012 0.270→ 0.341 0.3172

θ12/o 33.41+0.75
−0.72 31.31→ 35.74 34.29o

sin2 θ23 0.451+0.019
−0.016 0.408→ 0.603 0.4627

θ23/o 42.2+1.1
−0.9 39.7→ 51.0 42.85o

sin2 θ13 0.0222+0.0006
−0.0006 0.0205→ 0.0240 0.0223

θ13/o 8.58+0.12
−0.12 8.23→ 8.91 8.56o

theory (QFT) because the fields are required to be continuous.
Having our specific discrete symmetry binary subgroups de-
fine their weak isospin states within the framework of the SM
violates this QFT continuous symmetry requirement. There-
fore, to eliminate this violation, we determined that a linear
superposition of the binary subgroup generators was needed
so that acting collectively the three discrete symmetry bi-
nary subgroups could mimic the continuous symmetry group
SU(2).

This linear superposition is achieved separately for the
lepton families and for the quark families. The quaternion
generators for each of the three lepton binary subgroups are
the same for the first two generators, i.e. the quaternions U1
= i and U2 = j of SU(2), but the third generators, the U3’s,
which should each be k, are different for each subgroup and
are listed in Table 2. The normalized contributing factors to
the linear superposition for each lepton family binary sub-
group are listed in column four of Table 2 as well as their half-
angle contributions whose differences determine the PMNS
mixing angles.

The absolute values of our predicted mixing angles for
the lepton PMNS mixing matrix are listed in Table 3, show-
ing that they agree with the empirically determined ranges of
values. Note that we predict the θ23 angle of 42.85o to be in
the first quadrant, in agreement with some of the empirical
values but in contrast to other results that suggest the second
quadrant.

The PMNS matrix for the lepton families is the product
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of the charged-lepton and the neutrino matrices

UPMNS = U†e Uν . (1)

If the charged-lepton states do not mix, or their mixing is
minimal, Ue is diagonal, an assumption that is discussed in
a later section, then the PMNS mixing matrix represents neu-
trino mixing only. Therefore, the PMNS matrix relates the
neutrino mass states (ν1, ν2, ν3) to the SM weak isospin states
(νe, νµ, ντ) as 

νe

νµ

ντ

 =


Ue1 Ue2 Ue3

Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3



ν1

ν2

ν3

 . (2)

Keeping a phase factor δ for CP violation consideration, our
PMNS matrix in the standard popular 3x3 formulation is

0.817 0.557 −0.1491e−iδ

−0.413 − 0.084eiδ 0.606 − 0.057eiδ −0.669

−0.383 + 0.051eiδ 0.558 + 0.062eiδ 0.725

 . (3)

Therefore, we have established the very important result
that each lepton family represents its own specific discrete
symmetry binary subgroup of SU(2) because our assigned
groups lead directly to correct predictions of the mixing an-
gles for the PMNS mixing matrix. And we know that the
origin of this mixing is the QFT requirement for continuous
symmetry behavior. So the discrete symmetries of the lepton
families mix collectively via a linear superposition to mimic
the continuous symmetry group SU(2).

Our binary subgroups of SU(2) have their fundamental
domain D in the upper half of the complex plane between
−1/2 and +1/2 as shown in Fig. 1 with three symmetric points
τsym = i∞, i, and ω = exp(2πi/3). Although no value of
the modulus τ preserves the full symmetry of SU(2) (or its
isomorphic modular group SL(2,Z)), at the three τsym val-
ues, specific ZN symmetries are preserved, with N = 2, 3,
or 4. When τ lies on the border of D, CP symmetry is pre-
served [3,4], but small deviations expressed by |τ− τsym| lead
to CP symmetry being broken and hierarchial mass patterns
emerging according to the sequence (1, ε, ε2), where ε � 1.
See Appendix A for the details which were introduced in a
modular group analysis.

4 Circulant matrix approach

We know from the collective action dictated by the continu-
ous symmetry constraint of QFT that perhaps the three lepton
families should be treated as equals, a symmetry that suggests
they obey the group U(3). If we assume U(3) symmetry for
this equal treatment, we can utilize its expression as a 3x3 cir-
culant matrix [5,6], from which the famous Koide formula [7]
has been derived.

Fig. 1: The fundamental domain of our three SU(2) subgroups 2T,
2O, and 2I (and of the modular group Γ = SL(2,Z)) with its three
symmetric points τsym = i∞, i, ω, where ω = exp(2πi/3) = −0.5 +

0.866i, with a small ring of acceptable values around ω.

We now paraphrase a 2006 article by C. Brannen [5],
which shows how to use this type of equality to derive the
Koide formula for the charged-lepton mass values from a cir-
culant matrix and then proceeds to derive the mathematical
relations that lead to the prediction of reasonable neutrino
mass values in the meV energy range.

The 3x3 1-circulant matrix

G(A, B,C) =


A B C

C A B

B C A

 , (4)

where A, B and C are complex constants, has eigenvectors of
the form

|n〉 =
1
√

3


1

exp(+2niπ/3)

exp(−2niπ/3)

 , (5)

with n = 1, 2, 3. By requiring the eigenvalues λn to be real,
the circulant matrix can be rewritten in the form

G(µ, η, β) = µ


1 η exp(+iβ) η exp(−iβ)

η exp(−iβ) 1 η exp(+iβ)

η exp(+iβ) η exp(−iβ) 1

 , (6)

with η assumed to be non-negative. The η and β are pure
numbers, whereas µ will scale with the eigenvalues given by

G(µ, η, β) |n〉 = λn|n〉 = µ (1 + 2η cos(β + 2nπ/3)) |n〉 . (7)

From the traces of G and G2 one derives the eigenvalue rela-
tionships

λ1 + λ2 + λ3 = 3µ (8)
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and
λ2

1 + λ2
2 + λ2

3 = 3µ2 (1 + 2η2) . (9)

From here one obtains the Koide formula by setting η2 = 0.5:

(λ1 + λ2 + λ3)2

λ2
1 + λ2

2 + λ2
3

=
3
2
. (10)

By setting the eigenvalues λi =
√

mi, the 1982 formula pro-
posed by Koide for the masses of the charged leptons is:

(
√

me +
√mµ +

√
mτ)2

me + mµ + mτ
=

3
2
. (11)

Using the known mass values of the electron and the muon,
the mass value of the tau was predicted [7] to be in agreement
with future experimental results to better than two decimal
places!

Consequently, from knowing the masses of the charged
leptons, one determines [5] that

µ1 = 17716.13(109) eV0.5

η2
1 = 0.500003(23)

β1 = 0.2222220(19)

(12)

where the subscript 1 has been added to distinguish these pa-
rameters from the future neutrino parameters. Notice that β1
is essentially 2/9 and perhaps could be related to the phase
φ = −2π/9 of the scalar potential in the modular group ap-
proach introduced in the Appendix.

5 Lepton mass hierarchy

Before there was any evidence of tau neutrino mixing with
the electron neutrino, the tribimaximal matrix with its zero
value in the (1,3) position was thought by researchers to be
the PMNS matrix that best represented the neutrino data:

2
√

6
1
√

3
0

− 1
√

6
1
√

3
− 1
√

2

− 1
√

6
1
√

3
1
√

2

 . (13)

Of course, we will substitute our PMNS matrix for this ap-
proximate matrix, but first we shall continue to follow the
original article [5] in order to reveal its amazing result.

Left-multiplying this tribimaximal matrix by a matrix of
the circulant eigenvectors achieves a simple product with the
value of τ = ω, i.e. the lower left corner at τ0 = exp(2πi/3) in
the domain region:

α = ω = e2πi/3 = −0.5 + 0.866i : (14)

1
√

3


1 α α∗

1 1 1

1 α∗ α




0.8165 0.5773 0

−0.4082 0.5773 −0.7071

−0.4082 0.5773 0.7071

 = (15)

=


0.7071 0 −0.7071i

0 1 0

0.7071 0 0.7071i

 .
This resulting matrix is the 24th root of unity! That is, its
24th power is the unit matrix.

Note there exists many mathematical relationships from
here which we could list, such as relationships to the expan-
sions of the j-invariant j(τ), the eta function, etc., which in-
volve 24th powers or 24th roots, but we do not need these
mathematical functions to derive the neutrino mass values.
However, these functions would be needed for expressing the
wave functions of the particles.

Continuing onward, we know that the true PMNS mix-
ing matrix is not the tribimaximal matrix but our PMNS ma-
trix determined by our binary subgroups. We can achieve the
same result, i.e. the 24th root of unity matrix, by using a value
of τ slightly different from ω. After trying several different
values, using this value of τ:

α = τ = −0.496 + 0.877i , (16)

to multiply the values in our PMNS matrix leads to

1
√

3


1 α α∗

1 1 1

1 α∗ α




0.817 0.557 −0.149

−0.4213 0.6084 −0.669

−0.3936 −0.5654 0.7248

 =

=


0.7014 − 0.0731i 0.021 0.021 − 0.7059i

0.008 0.927 0.116

0.7014 − 0.0731i 0.021 0.0707 + 0.7075i

 .
(17)

The result is within 1% of the 24th root of unity when us-
ing our PMNS mixing matrix and this value of α. A slight
adjustment in the α value could make the fit closer.

As shown in the Appendix, the modular subgroup ap-
proach agrees that this value of α is a universal fit for the
SU(2) subgroups or their equivalent modular subgroups.

Therefore, we will consider our α to be close enough and
continue with this approach in order to establish the relation-
ship between the charged-lepton states and the neutrino states
as well as to determine the neutrino mass values.

Following the procedure, we define the mass operator M
associated with the eigenvalue λi =

√
mi to take left-handed

states to right-handed states and vice-versa:

M |R〉 = |L〉

M |L〉 = |R〉 .
(18)

In general, M2 picks up a Berry-Panchartnam or topological
phase to become complex upon returning to the original state,
so we can express

M2 |L〉 = p2 exp(2iκ) |L〉 . (19)

58 Franklin Potter. Fermion Mass Derivations: I. Neutrino Masses



Issue 1 (June) PROGRESS IN PHYSICS Volume 19 (2023)

Note that if κ = 2π/24 = π/12, then the state |L 〉 is brought
back to a multiple of |L 〉 by

M24 |L〉 = p24 |L〉 . (20)

Therefore, if M2 operates on the left-handed electron as

M2 |eL〉 = p2 |eL〉 , (21)

then we would have

M24 |νL〉 = p24 |νL〉 , (22)

meaning that the masses of the two particle states in the lepton
family differ by a factor of p22.

The mass scale factors µ1 for charged leptons and µ0 for
neutrinos are therefore related by

µ2
0 = µ2

1/3
22 = 0.1002 , (23)

where the factor of three comes from the square of the nor-
malization factor 1/

√
3 for the three eigenvectors in the ma-

trix multiplying the PMNS matrix above. Likewise, there is a
phase difference

β1 − β0 = −
π

12
. (24)

Neutrino mass predictions using µ1/µ0 = 311 and the
phase difference β1 − β0 = −π/12 in the eigenvalue G(µ, η, β)
results in these reasonable predicted neutrino mass values:

m1 = 0.3 meV

m2 = 8.9 meV

m3 = 50.7 meV ,

(25)

assuming still that η2 = 0.5. Although these predicted mass
values fit the neutrino values estimated from experimental re-
sults, we will need to wait for confirmation from ongoing and
future experiments.

However, do these values produce the 3/2 value in the
Koide formula? Not with the original version, but they do
agree if we utilize the valid alternative version in which the
square root of the lowest mass neutrino m1 is preceded by a
negitive sign [5, 6].

Our results for the leptons being 3-D objects with the dis-
crete symmetries of the binary subgroups 2T, 2O, 2I of SU(2)
not only predict reasonable neutrino mass values but also pre-
dict the normal mass hierarchy NH of the neutrino mass states
as m1 < m2 < m3. However, the present experimental data
also allows for an inverse hierarchy IH as m3 < m1 < m2.

In addition, we have exactly 3 lepton families, in agree-
ment with the Z0 decay results, but there continues to be spec-
ulation about an additional lepton, such as a sterile neutrino.
And, our approach treats the 3 lepton families as symmetrical
contributors as eigenvectors of a 1-circulant matrix, whereas
all other analyses place the charged leptons and the neutrinos
into irreducible representations of a subgroup, usually in a 3
or 3′ irreducible representation. Which method Nature has
chosen will be determined by experiments in the near future.

6 Review of the derivation

Our sequence of steps to neutrino mass predictions were:

1. We first established that the three discrete symmetry 3-
D binary subgroups 2T, 2O, 2I of SU(2) are represented
by the three lepton families and are 3-D objects instead
of point particles at the Planck scale. These are the
correct groups because when they collectively mimic
the continuous group SU(2) to satisfy the requirement
of QFT they produce the correct mixing angles for the
PMNS mixing matrix.

2. By treating the lepton families as equals in symmetry
group U(3), the famous Koide formula is derived via
a 3x3 1-circulant matrix, revealing that the important
mass quantity is the square root of the mass values λ =
√

m instead of the mass value itself. Three parameters
µ1, η1, and β1 for calculating the mass eigenvalues of
the charged leptons were determined.

3. With the value α = τ = −0.496 + 0.877i in the domain
of SU(2), we derived the 24th root of the unity matrix
by multiplying our PMNS matrix by the appropriate
1-circulant eigenvector matrix. This specific value of α
agreed with the findings of the modular group approach
that uses subgroups of SL(2,Z), i.e. that the value ap-
plies equally to our three subgroups of SU(2).

4. By inserting the Berry-Panchartnam phase factor when
returning a left-handed lepton state back to its original
state for the mass-squared operator M2, there resulted
a factor of p22 difference between the charged-lepton
states and the neutrino states as well as a phase differ-
ence of π/12.

5. Finally, using the factor of 311 that connected the neu-
trino mass values to the charged-lepton mass values for
the parameter ratio µ1/µ0, with the eigenvalue expres-
sion G(µ, η, β) we predicted reasonable neutrino mass
values in the meV range in NH: m1 = 0.3 meV,m2 =

8.9 meV,m3 = 50.7 meV.

In the next section, our goal is to relate the above results
to the invariants N = 1, 108, 1728 of the three lepton fam-
ily binary subgroups 2T, 2O, 2I respectively. Therefore, we
should be able to understand how the lepton family mass val-
ues originate from their 3-D geometric properties.

7 Invariant theory connection

Invariant theory connects the elliptic modular function j(τ)
to invariants of our specific discrete symmetry binary sub-
groups. Each invariant N is related by

j(τ) =
W1

NW2
, (26)

where W1 is expressed in two complex variables for the ver-
tices and W2 for the face centers of the polyhedrons [8] for
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the binary groups 2T, 2O, and 2I, with N = 1, 108, and 1728,
respectively.

These invariants are similar to the charged-lepton mass
values in MeV, i.e. 0.511, 105.66, and 1776.82, but they have
no energy units, so we would naturally consider their ratios
instead. However, the question remains, why is there a chan-
ge from the original geometrical values N that are invari-
ant under all fractional linear transformations to the experi-
mentally determined universal values for the charged lepton
masses?

One possible answer could be related to the change of the
value of τ from ω = exp(2πi/3) = −0.5+0.866i to the nearby
value, α = τ0 = −0.496 + 0.877i in the domain. However,
we realize that we have simply changed the question without
providing the reason for the change.

However, recall that the lepton PMNS mixing matrix

UPMNS = U†e Uν , (27)

relates the wave functions, so we can speculate that there
could be a slight mixing among the charged-lepton states,
particularly among the electron and the muon states. Experi-
ments are being planned specifically to check for this mixing
possibility.

If we want the tentative geometrical state mass values
suggested by the SM binary group N values to become the
measured mass state values, one would have a mass matrix
very close to being the unitary matrix but containing some
small off-diagonal terms. Such a mass matrix might look like

1 −0.0274 0

0.0274 1 −0.0033

0 0.0558 1



√

1
√

108
√

1728


=


√

0.511
√

105.66
√

1776.82

 ,
(28)

in which we have used the square root of the mass values
as determined by the Koide relationship. That is, the slight
mixing among the charged-lepton wave functions could be
carried over to a mass matrix relating our N values to the
measured mass values. Of course, mass ratios would be pre-
ferred. But we are still left with determining an energy scale
for these mass values.

8 Conclusions

We have been able to calculate the mass values of the neu-
trinos by following a series of steps beginning with the cor-
rect identification of the discrete symmetry binary subgroups
of SU(2), which are equivalent to subgroups of the modu-
lar group SL(2,Z). The three lepton families represent 2T,
2O, and 2I, and we derived their PMNS mixing matrix for

their wave functions from their quaternion generators in or-
der to agree with a continuous symmetry constraint dictated
by quantum field theory (QFT).

Assuming that these binary subgroups together act as a
U(3) symmetry, the famous Koide formula follows directly
via a 1-circulant matrix approach that also relates the PMNS
matrix to the 24th root of unity matrix by using a modu-
lus τ value slightly different from the symmetry point value
ω = exp(2πi/3) = −0.5 + 0.866i in the fundamental domain
of SU(2) and its isomorphic modular group SL(2,Z). That is,
we set τ = −0.496+0.877i. This method then produced a fac-
tor of 311 difference in the mass values of the charged leptons
and the neutrinos, which led directly to the predicted neu-
trino mass values being m1 = 0.3 meV,m2 = 8.9 meV,m3 =

50.7 meV.
Although we assumed that the charged-lepton mixing ma-

trix was diagonal, the invariants N = 1, 108, and 1728 from
geometry and invariant theory for the electron family, muon
family, and tau family binary subgroups, respectively, indi-
cated that there is a slight mixing of the charged leptons also.
We suggested a matrix that has unit values on the diagonal
but also has a few very small off-diagonal terms to relate the
N values to the actual charged lepton universal mass values
0.511 MeV, 105.66 MeV, and 1776.82 MeV. Of course, the
mass scale would still remain to be determined.

In a future article, i.e. part II, we determine the origin of
the quark mass values. We will establish that a similar ap-
proach succeeds for modulus τ values near to the other sym-
metric point τ = i within the fundamental domain. In the
quark case, we predict 4 quark families, (u,d), (c,s), (t,b), and
(t’,b’), which represent [1, 2] the discrete symmetry binary
subgroups [333], [433], [343], and [533], respectively, in R4.
QFT dictates a continuous symmetry group behavior, so the
linear superposition of their generators to mimic SU(2) pro-
duces the CKM4 mixing matrix with CKM‡ submatrix val-
ues.

The quark mass values fit a four term Koide formula sep-
arately for the up and the down states, and a 4x4 circulant
matrix defines eigenvectors. The predicted t’ quark should
have a mass value of about 3 TeV, a mass value large enough
to gain a factor of about 1013 multiplying the present Jarlskog
constant, thereby providing a value large enough to help ex-
plain the baryon asymmetry of the Universe [BAU] in terms
of CP violation [19].

Appendix: Modular group

A brief look into what researchers in the past decade have
achieved using subgroups of the modular group SL(2,Z) in or-
der to calculate neutrino mass values will demonstrate some
agreement with our results. We therefore provide a summary
of their research by paraphrasing a recent article [3, 4] to il-
lustrate how our bottoms-up approach from the binary sub-

‡Cabibbo-Kobayashi-Maskawa
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groups of SU(2) can relate to the top-down calculations using
modular groups related to superstring theory. The modulus
τ of SL(2,Z) is the single field quantity associated with the
fermion particle states.

Our three discrete symmetry binary subgroups 2T, 2O,
and 2I of SU(2) for the lepton families are isomorphic to these
modular double cover subgroups:

2T = Γ′3, 2O = Γ′4, 2I = Γ′5 . (29)

Therefore, their modular mathematical properties apply to
our discrete symmetry binary subgroups of SU(2) as well.

Lepton flavor models based upon the modular symmetry
group Γ = SL(2,Z) utilize its subgroups Γ′N = SL(2,ZN), such
as the double covers Γ′2 = S ′3, Γ′3 = A′4, Γ′4 = S ′4, Γ′5 = A′5
of the permutation groups S 3, A4, S 4, A5. With significant
fine-tuning and a number of coupling constants, the mass hi-
erarchies of the leptons can be reproduced in terms of a small
parameter when the three lepton families are assigned to an
irreducible representation of a modular subgroup, such as Γ′3
= A′4.

The modular group’s fundamental domain D shown in
Fig. 1 has the three symmetric points τsym = i∞, i, and ω =

exp(2πi/3) with its three τsym values preserving specific ZN

symmetries,i.e. those with N = 2, 3, or 4. When τ lies on the
border, CP symmetry is preserved, but small deviations lead
to CP symmetry being broken and hierarchial mass patterns
emerging according to the sequence (1, ε, ε2).

This recent research has revealed that the lepton data sug-
gests a value of τ near the cusp τ0 = ω = −0.5 + 0.866i, with
the best fit being

τ = −0.496 + 0.877i (30)

with a viable region being a small ring of values around the
cusp ω, as shown in Fig. 1. The result is universal, meaning
that its value is independent of which modular subgroup is
being considered.

The research defined a scalar potential Vm near τ0 = ω
that depends upon an integer parameter m and a phase angle
φ, with a minimum in the scalar potential at

0.0145
m + 0.0025

. (31)

If the phase angle is included, the minimum occurs at

φmin =
−2π

9
(32)

independent of m, producing for m = 2 the result

0.0145
2 + 0.0025

exp
(
−2πi

9

)
↔ τmin = −0.492 + 0.875i . (33)

The scalar potential Vm has a deep trench from ω upward
from ω in the first quadrant direction that depends upon the
quantity

[ j(τ) − 1728]m/2 (34)

where j(τ) is the j-invariant of elliptic modular functions.
Therefore the modular group approach has revealed some

very important results, particularly telling us that there seems
to be no dependence upon which modular subgroup Γ′N is be-
ing used as the modular subgroup for lepton flavor symmetry!
Whence, the above results apply to all the modular subgroups
equally or, equivalently, to our specific binary subgroups of
SU(2) for the lepton families.
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A formula for Planck’s constant is derived from the Bohr model and Larmor formula,
leading to its expression as a function of the proton-to-electron mass ratio, the elemen-
tary charge of an electron, and variables as the speed of light and vacuum permittivity.
While Planck’s constant obtained from its theoretical formula deviates from the Com-
mittee on Data of the International Science Council (CODATA) value by a tiny epsilon
due to modelling assumptions or geometrical aspects, 98.6% of this deviation is ex-
plained by the relativistic effect of electron mass and the mass gap due to the binding
energy of electron. As such the relative error of Planck’s constant adjusted for the
aforementioned factors remains about 22.2 parts per million.

1 Introduction

The Planck’s constant known as quantity h, is a fundamen-
tal constant in physics of importance in quantum mechanics,
statistical mechanics, electronics and metrology. The con-
stant h appears in Max Planck’s work on black-body radiation
and its spectrum [11–13], a collaborative effort on Kirchhoff’s
law. In 1905, Einstein publishes the photoelectric effect for
the measurement of quantized energies of photons E = h ν,
where ν is the frequency of electromagnetic waves [3]. The
photoelectric experiment is conducted inside a vacuum cham-
ber exposed to light at different frequencies, causing electrons
to be ejected from a metal plate. Einstein’s photoelectric re-
lation expresses the kinetic energy of ejected electrons by
the relation eV = hν − w, where w is the work function of
the metal, representing the energy level that electromagnetic
waves must exceed to eject electrons from the plate. Early
photoelectric experiments by Hughes [14] and Richardson
and Compton [4], yield estimates of h/e with uncertainties of
about 10%. As Millikan refined the experiment, he obtained
a value of h = 6.57 × 10−34 J s [9].

The Kibble balance, formerly called a watt balance, is a
metrological instrument to measure the weight of a tiny object
very precisely by the electric current and voltage powering
the balance. This instrument, developed in 1975 by Bryan
Kibble, is used to measure Planck’s constant on the basis of
the Josephson and quantum Hall effect. The Josephson effect,
is described by the set of equations I(t) = Ic sin (ϕ(t)) and

∂ϕ

∂t
=

2 e
~

V(t) ,

where V(t) and I(t) arethe voltage andcurrent flowing through
the Josephson junction, Ic the critical current, ~ the reduced
Planck’s constant, and e the elementary charge. A Joseph-
son junction is a superconducting tunnel junction made of a
thin film of a few micrometers separating superconducting
wires [5, 6], whereas the Hall effect is produced by a current
flowing through a conductor exposed to a magnetic field per-
pendicular to the current. The method exploits discretised

jumps in the resistivity computed as

R =
VHall

Ich
=

h
e2 ν

,

where VHall is the Hall voltage and Ich the channel current, e
the elementary charge, and h Planck’s constant. The divisor
ν can be an integer ν = 1, 2, 3, .. or a fractional number ν =

1/3, 2/5, 3/7, .. producing jumps as the density of electrons
varies. An example of such quantization are Landau levels
representing discretised energies as a proposed solution to the
Schrödinger’s equation [7].

A Planck’s constant of h = 6.62607034(12)×10−34 J s was
obtained in recent work by a team of researchers using a watt
balance to demonstrate its capability [15]. The joule balance
is an enhanced watt balance where dynamic measurements
are replaced by a static measurement for convenience pur-
pose. The performance of the joule balance was demonstrated
by measuring Planck’s constant, h = 6.626104(59)×10−34 J s
with an 8.9 ppm uncertainty [18]. A detailed view of the
historical development of Planck’s constant measurements is
provided in Reiner [16].

In the present work, a formula for Planck’s constant was
obtained from the Bohr model and Larmor formula, see Sec-
tion 2. The coupling between both models into a single ex-
pression for quantity h involves a membrane representation of
the electron as a surface covering the Bohr sphere, where the
flux of energies radiating across the membrane is determined
by the mass of the proton.

Table 1: Fundamental constants from Committee on Data for Sci-
ence and Technology (CODATA), 2014 [10].

Constant Symbol Value Unc. u ∗

Planck constant h 6.626070040(81) × 10−34 J s 8.7 × 10−8

Electron mass me 9.10938356(11) × 10−31 kg 8.8 × 10−8

Proton mass mp 1.672621898(21) × 10−27 kg 8.9 × 10−8

Elementary charge q, e 1.602176620(89) × 10−19 C 4.4 × 10−8

Vacuum permittivity ε0 8.8541878128(13) × 10−12 F / m –
Speed of light c 299 792 458 m/s –

SI units, Intern. Committee for Weights and Measures.
∗ u, means relative standard uncertainty, source [17].
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Planck’s constant predicted by the present model and its
deviation from CODATA (see Table 1) are provided in Sec-
tion 3. The attribution of errors by modeling assumptions is
described at the end. Of the deviation, 98.6% is explained by
the relativistic effect of electron mass and mass gap due to the
binding energy of an electron in its orbital, which is a fairly
promising result.

2 Method

2.1 Larmor formula

The Larmor formula expresses the power radiated by a non-
relativistic charged particle as a result of acceleration [8]. The
Larmor formula in its current form appears in more recent
works, see the Bremsstrahlung effect and the study of elec-
tromagnetic radiation emitted in cyclotrons. The electromag-
netic wave as a bimodal function is often represented as a
tuple of two undulatory waves moving in the same direction,
where functions in Hilbert space L2 are orthogonal by the
inner product. The magnetic cardioid or lemiscate are geo-
metric representations, involving the interaction between an
electron and an electric field. These basics of currents and
electromagnetism are useful wave representation of the elec-
tron. The magnetic field, commonly denoted by the letter B,
is represented by an E-field in the current context. Such an E-
field is denoted as Eθ, where θ is the angle between the radial
electric field Er and the orientation of Eθ itself.

Fig. 1: E-field in the region of an electromagnetic pulse in polar
coordinates.

As we suppose the E-field is proportional to the inverse
of the wave frequency, where the ratio of wave frequencies
is equal to the ratio of velocities, we have Eθ

Er
= vr

vθ
. By the

Pythagorean theorem, we get:

Eθ

Er
=

∆v t sin(θ)
c ∆t

, (1)

where Eθ and Er are the tangential and radial components of
the E-field respectively, c the speed of light, and t the time of

a pulse ∆t. From equality v/t = dv/dt, we get v∆t = t∆v. By
definition, t is the time to accelerate a charged particle q from
rest to velocity v.

The radial component of an E-field as in Coulomb’s law,
is expressed as follows:

Er =
q

4πε0

1
r2 , (2)

where r is the radius, q the charge of the particle and ε0 the
vacuum permittivity.

Given the acceleration term a = ∆v
∆t and joint relation r =

c t, (1) and (2) lead to:

Eθ =
q a

4πε0 c2r
sin(θ) . (3)

By Poynting’s theorem, i.e. S = cε0 E2, the flux is expressed
as:

S =
1

16 π2 c3 ε0 r2 q2 a2 sin2 θ . (4)

The angular element in spherical coordinates is

dΩ = r2 sin θ dθ dϕ ,

leading to the below expression for the power radiated by an
electron:

P =

∫ π

θ=0

∫ 2π

ϕ=0
S r2 sin θ dθ dϕ . (5)

As ∫ π

θ=0

∫ 2π

ϕ=0
sin3 θ dθ dϕ =

8π
3
,

we obtain:

P =
8π
3

q2a2

16π2c3ε0
, (6)

which is the Larmor formula for the power radiated by a par-
ticle of charge q under acceleration a, in say Watt per squared
steradians where the variables in the argument are expressed
in the International System of Units (SI).

2.2 Thomson cross section to Planck formula

Considering an E-field where the field lines are collinear and
pulsed in the direction orthogonal to the electron orbital, the
energy flux over a cross section σe transverse to the power
inflow, is given by:

Pin = cε0E2
rσe , (7)

where the energy flux is the speed of light times the energy
density as given by Poynting’s theorem.

The power radiated by a ground state electron revolving
around a nucleus is given by the Larmor formula, which can
be expressed as follows:

Pout =
8π
3

q2 (q Er/me)2

16π2 c3 ε0
. (8)
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As Pin = Pout, (7) and (8) lead to the well-known Thomson
cross section for a free electron in its orbital:

σe =
8π
3

(
q2

4πε0 me c2

)2

. (9)

Fig. 2: Membrane representation of the electron where the electron
is represented as a surface covering the Bohr sphere. A more natural
shape for the atom of hydrogen would be a Horn Torus, or “apple
shape” having field lines connecting its poles. The flux of energy
crossing the membrane is determined by the mass of the proton as
used in the scaling of the Thomson cross section.

By the squared-mass scaling rule, we multiply (9) by(
mp/me

)2
, a scaling of the Thomson cross section to the Bohr

sphere, yielding:

σ0 =
8π
3

(
q2mp

4πε0 m2
e c2

)2

. (10)

The scaled Bohr radius, expressed as

r1 =
ε0h2

4π2 me q2 ,

is a non-standard Bohr radius of electron orbital obtained by
rescaling in a way that E in Poynting’s theorem S = cε0E2

is the standard wave of an electric field, for consistency with
the Thomson cross section. By the scaled Bohr radius, the
surface of the Bohr sphere 4πr2

1 is expressed as follows:

σs =
ε2

0 h4

4π3 m2
e e4 . (11)

The standard Bohr radius

r0 =
ε0 h2

πme e2

representing the radius of an electron orbital in the Bohr mod-
el [1, 2], is based on the electron identity n h

2πr = me v, where
h is a quantity defined as the product of electron momentum

by one circumference of the ring, n the number of electrons,
me the mass of an electron, and v its velocity.

As the electron from the Thomson cross section rescaled
by the squared-mass scaling rule covers the whole surface of
the Bohr sphere, we can match σ0 with σs, i.e. (10) and (11).
As such the Bohr sphere stands as a membrane of the electron,
as seen in Fig. 2. As a result, the one circumference momen-
tum of the electron, also known as the Planck’s constant, is
expressed as follows:

h =
e2

c ε0

√
π

√
2
3

mp

me
, (12)

where e is the elementary charge of an electron, me the mass
of an electron, mp the mass of a proton, ε0 the vacuum per-
mittivity, and c the speed of light.

3 Results

The Planck’s constant computed from (12) with values in Ta-
ble 1, yields h = 6.6368 × 10−34 J s, deviating from its CO-
DATA value by 1.62 parts per thousand. Of this deviation,
87.4% is explained by the non-relativistic approximation of
electron mass, 11.2% by the binding energy of the electron
orbital, and 1.37% remains unexplained (see Fig. 3).

By introducing the relativistic mass of the electron mel =
1√

1−(ve/c)2
me into (12), with the electron velocity

ve =
e

√
4πε0 r0 me

resulting from the equilibrium between centripetal and Cou-
lomb’s force, where e is the elementary charge of the electron,
r0 the standard Bohr radius, me the mass of an electron, and ε0
the vacuum permittivity, leads to the new value h = 6.6247 ×
10−34 J s.

The binding energy of the electron in its orbital, as given
by the potential energy using the rescaled Bohr radius re,

Fig. 3: Attribution of Planck’s constant deviation from its CODATA
value. Of a relative error of 1.62 parts per thousand, 87.4% is
explained by the non-relativistic approximation of electron mass,
11.2% by the binding energy of the electron orbital, and 1.37% re-
mains unexplained.
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gives K = 1
2

e2

4πε0 re
. By substracting the mass gap ∆me =

K/c2 ' 3.059×10−34 kg from the mass of the electron and ap-
plying relativistic adjustment (multiplying electron mass by
the inverse of the Lorentz-FitzGerald contraction), yields a
new Planck’s value h = 6.62592×10−34 J s, of an accuracy of
about 22.2 parts per million with respect to actual measure-
ments (as explained by modelling assumptions or geometrical
aspects, e.g. shape of atom departing from a perfect sphere).

Received on April 9, 2023
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In this paper, we explore the connection between zitterbewegung for free particles, and
the work of Rabounski and Borissova on Zelmanov’s chronometric invariant formula-
tion of General Relativity to calculate space and time physical observables [2, 6]. In
the chr.inv.-analysis, the spin of a particle interacts with the space non-holonomity field
of pseudo-Riemannian spacetime. From this, the particle gains an additional momen-
tum which imparts a non-geodesic component to the particle’s motion. The solution of
the particle with spin chr.inv.-equation of motion is a spiral that can be visualized as
being wound on a pulsating cylinder. Free electron oscillations occur at a frequency
equal to the double angular velocity of the space rotation Ω, with fluctuations of the
particle position on the order of its reduced Compton wavelength. We thus show that
zitterbewegung is a direct manifestation of general relativistic space and time physical
observables at the elementary particle level.

1 Introduction

In this paper, we explore the connection between zitterbewe-
gung, German for “jittery” or “trembling motion”, as calcu-
lated for Dirac free particles [1], and the work of Rabounski
and Borissova on Zelmanov’s chronometric invariant formu-
lation of General Relativity to calculate space and time phys-
ical observables [2, 6]. We will show that zitterbewegung is
a direct manifestation of general relativistic space and time
physical observables at the elementary particle level.

2 Zitterbewegung

Zitterbewegung was first recognized by Breit [7] and further
analyzed and the name coined by Schrödinger [8, 9]. This
solution is obtained in the Heisenberg representation equation
of motion for the velocity operator α of the Dirac equation for
a free particle

H0 = α · p + βm , (1)

where m and p are the mass and momentum of the free parti-
cle respectively, and the α and β matrices are used instead of
the γµ (β = γ0 and αi = γ0γi) [1, 10].

The space operator solution in the Heisenberg representa-
tion x(t) (i.e. α = ẋ) is then given by

x(t) = x(0)+
p c2

H0
t+

(
α(0) −

p c
H0

)
i~c
2H0

exp (−2iH0t/~) , (2)

where the first two terms on the right hand side of (2) cor-
respond to the classical equation of motion trajectory of the
particle, with the third term corresponding to a rapid oscilla-
tory motion (zitterbewegung) about the classical trajectory.

The angular frequency of these oscillations is of order
2mc2/~ ∼ 2 × 1021 s−1 and their amplitude of order ~/mc ≡
λ–C , corresponding to fluctuations of the particle position on
the order of its reduced Compton wavelength. Schrödinger
found that the zitterbewegung results from the interference

between positive and negative-energy state amplitudes. Con-
sequently, there has been a tendency to dismiss zitterbewe-
gung, as its expectation value vanishes for wave-packets con-
sisting entirely of positive-energy or negative-energy waves.
In addition, it has not been observed experimentally due to its
high-frequency, low amplitude motion, although indirect ev-
idence of its presence has been suggested in numerous areas
by some investigators [11–14]. One is reminded of the situ-
ation with Brownian motion, where it has not been observed
directly, but evidence of its presence is now unquestionably
accepted.

However, zitterbewegung has been investigated by many
researchers, and identified in many areas. Indeed, there is
other evidence that points to the reality of zitterbewegung.
For example, the Darwin term which provides a small cor-
rection in the fine-structure of the energy level of s-orbitals
of the hydrogen atom can be shown to result from zitterbe-
wegung [15]. In the 1990s, David Hestenes revived zitterbe-
wegung as a physical process when he recast it in terms of
his Geometric Algebra [16–19]. Since then. much work has
been done on modelling and detecting zitterbewegung — see
for example [20–25] among many others.

3 Physical observables in General Relativity

Many practitioners of General Relativity do not realize that
the theory is based on a 4-dimensional pseudo-Riemannian
representation of spacetime and that the calculations they per-
form give results in that particular spacetime description. The
pseudo-Riemannian characterization refers to the three space
and one time dimensions, described by a metric with signa-
ture (+ – – –) or (– + + +), which uniquely results in space-
like and time-like intervals. To properly understand the re-
sults obtained, the 4-dimensional calculations in general co-
variant form must be projected onto the observer’s 3+1 space
and time dimensions separately as space and time physical
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observables.
This requires developing a mathematical theory to en-

able the calculation of observable components for any tensor.
This work started in the 1930s — Landau and Lifshitz intro-
duced the observable time interval and the observable three-
dimensional interval in their classic The Classical Theory of
Fields [26, §84]. Zelmanov, starting in 1941, developed such
a comprehensive theory over many decades — it is known as
the theory of chronometric invariants [2, 3]. The most com-
plete description of the mathematical apparatus of physically
observable quantities in General Relativity is given in the re-
cent review article by Rabounski and Borissova [4]. It pro-
vides an up-to-date compendium of the results obtained by
Zelmanov and the authors over the past decades, and allows
for the calculation of the physical observable components of
any tensor.

The basic approach consists in projecting a general co-
variant 4-dimensional tensor onto an observer’s physical ob-
ject frame of reference (e.g. the Earth’s surface), consisting
of a three-dimensional coordinate grid with “real” physical
clocks (a spatial section x0 = ct = constant, orthogonal to the
observer’s physical time line at time of observation t), known
as the observer’s accompanying reference frame.

The projection operator onto an observer’s time line is
the unit vector of the observer’s four-dimensional velocity bα

with respect to his physical object frame of reference, which
is tangential at each point of the observer’s four-dimensional
trajectory

bα =
dxα

ds
. (3)

The projection of a tensor onto an observer’s time line is given
by its contraction with the vector bα of his reference frame.
In an observer’s accompanying reference frame, his three-
dimensional velocity with respect to his reference object is
zero, bi = 0, and its components are given by

b0 =
1
√
g00

, b0 = g0αbα =
√
g00 , bi = giαbα =

gi0
√
g00

.

The projection operator onto an observer’s three-dimen-
sional spatial section is the four-dimensional symmetric ten-
sor

hαβ = −gαβ + bαbβ , hαβ = −gαβ + bαbβ . (4)

The projection of a tensor onto an observer’s three-dimen-
sional spatial section is given by its contraction with the ten-
sor hαβ of his reference frame.

The observer’s physical object reference frame has a grav-
itational field that can be rotated and deformed, and hence, the
observer’s local reference space can be inhomogeneous and
anisotropic. If there is a spatial section everywhere orthogo-
nal to the time lines, then the space is an holonomic space. If
only spatial sections locally orthogonal to the time lines exist,
then the space is a non-holonomic space.

Any coordinate grid that is at rest with respect to its ref-
erence physical object can be transformed to another coordi-
nate grid through standard coordinate transformations, within
the same spatial section. However, time transformations im-
ply a change of spatial section (i.e. new clocks), and hence
a change in the measurements of observable quantities. This
requires that physical observable quantities in an observer’s
reference frame must be invariant with respect to time trans-
formations throughout his three-dimensional spatial section
xi = constant, so these must be chronometric invariant quan-
tities, and are named chr.inv.-quantities for short. Thus Zel-
manov developed a general mathematical method to calcu-
late physically observable chr.inv.-projections of any four-
dimensional general covariant tensor (see [4] for details).

Accordingly, Zelmanov introduced chr.inv.-derivative op-
erators with respect to time and the spatial coordinates given
by

∗∂

∂t
=

1
√
g00

∂

∂t
,

∗∂

∂xi =
∂

∂xi −
g0i

g00

∂

∂x0 , (5)

where g00 and g0i are components of the metric tensor gµν,
and the superscripted symbol ∗∂ indicates a chr.inv.-partial
derivative. These are non-commutative: the order in which
their second derivatives are taken gives different results, and
their difference is not zero.

From these, three tensors can be defined:

1. Aik: three-dimensional antisymmetric chr.inv.-tensor of
the angular velocity with which the reference space of
the observer rotates.

2. Fi: three-dimensional chr.inv.-vector of the gravitation-
al inertial force.

3. Dik: three-dimensional symmetric chr.inv.-tensor char-
acterizing the rate of deformation of the observer’s
space.

Specifically, these tensors are explicitly given by:

Aik =
1
2

(
∂vk

∂xi −
∂vi

∂xk

)
+

1
2c2 (Fivk − Fkvi) , (6)

where vi is the tangential (linear) velocity of the rotation and
c is the speed of light in vacuo,

Fi =
1
√
g00

(
∂w
∂xi −

∂vi

∂t

)
=

1
1 − w

c2

(
∂w
∂xi −

∂vi

∂t

)
, (7)

where w = c2
(
1 −
√
g00

)
is the gravitational potential, origi-

nating from the gravitational field of the observer’s reference
object,

Dik =
1
2

∗∂hik

∂t
, D =

∗∂ ln
√

h
∂t

, h = det ‖hik ‖ , (8)

where hik is the physically observable chr.inv.-metric of the
observer’s space, D = hikDik = Dm

m, the trace of the tensor of
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the space deformation rate, is the relative dilatation rate of an
elementary volume of the observer’s space.

In addition, the tensor Aik is further identified as the space
non-holonomity tensor, which Zelmanov defined in the fol-
lowing theorem:

Zelmanov’s theorem on the holonomity of space-time:
The identical equality to zero of the tensor Aik in a
four-dimensional region of space-time is the neces-
sary and sufficient condition for the orthogonality of
the spatial sections to the time lines everywhere in this
region.
In other words, Aik , 0 in a non-holonomic space-time
region, and Aik = 0 in a holonomic one. [4, p. 7]

Rotating spaces (Aik , 0) are non-holonomic, as three-dimen-
sional spatial sections are non-orthogonal to time lines in ro-
tating spaces.

This section has covered the basics of Zelmanov’s chro-
nometric invariants theory to generate physically observable
quantities in General Relativity by projecting general covari-
ant 4-dimensional tensors onto an observer’s physical object
frame of reference to obtain physically observable chr.inv.-
projections. The reader is encouraged to consult the recent
compendium article of Rabounski and Borissova [4] for a
deeper complete coverage of the chr.inv.-theory.

4 Geodesic motion of particles in pseudo-Riemannian
spacetime

We first apply this formalism to the equations of motion of
a particle. The motion of a particle under the influence of
gravitation is characterized as freely falling along a geodesic
(shortest-distance) line, known as free or geodesic motion.
Under the action of additional non-gravitational forces, the
particle deviates from its geodesic trajectory, and its motion
is known as non-geodesic.

In a four-dimensional pseudo-Riemannian spacetime, the
motion of a particle is geometrically determined by the par-
allel transport of the four-dimensional vector Qα tangential
to the points along the particle’s four-dimensional trajectory,
given by [6, see p. 9]

DQα

ds
=

dQα

ds
+ Γαµν Qµ dxν

ds
, QαQα = constant , (9)

where DQα is the absolute differential of the transported vec-
tor Qα along the trajectory, dQα is the differential of the vec-
tor and Γαµν is the Christoffel symbol of the second kind.

For a particle of rest mass m0 and four-dimensional mo-
mentum vector Pα given by [6, see p. 12]

Pα = m0
dxα

ds
, PαPα = m2

0 = constant , (10)

the equation of motion of the free particle is given by

dPα

ds
+ Γαµν Pµ dxν

ds
= 0 . (11)

For a massless particle of four-dimensional wave vector Kα

given by

Kα =
ω

c
dxα

dσ
, KαKα = 0 , (12)

where ω is the characteristic frequency of the massless par-
ticle and dσ = hikdxidxk is the three-dimensional chr.inv.-
interval, the equation of motion of the free massless particle
is given by

dKα

dσ
+ Γαµν Kµ dxν

dσ
= 0 . (13)

The projection of the four-dimensional equation of mo-
tion (11) onto the time line and the spatial section of an ob-
server for a free particle is then given respectively by [4, see
p. 23]

dm
dτ
−

m
c2 Fivi +

m
c2 Dikvivk = 0 ,

d(mvi)
dτ

+ 2m(Di
k + A·ik·)v

k − mF i + m∆i
nkvnvk = 0 ,

(14)

where m is the relativistic mass of the particle, dτ is the phys-
ically observable time interval, vi is the chr.inv.-vector of the
physically observable velocity of the particle and ∆i

nk is the
chr.inv.-Christoffel symbol of the second kind, while the equi-
valent chr.inv.-equations of motion for a free massless particle
are given by

dω
dτ
−
ω

c2 Fici +
ω

c2 Dikcick = 0 ,

d(ωci)
dτ

+ 2ω(Di
k + A·ik·)c

k − ωF i + ω∆i
nkcnck = 0 ,

(15)

where ci is the chr.inv.-vector of the physically observable
velocity of light, with cici = c2.

In the case where QαQα , constant, the trajectory of
the particle is non-geodesic and the absolute derivative of the
transported vector DQα

ds = Φα, which is a force that deviates
the particle from a geodesic trajectory. The right hand side
of (14) and (15) are set equal to the chr.inv.-projections of the
deviating force Φα instead of 0. These are called the equa-
tions of non-geodesic motion.

5 Fields and charged spin particles in pseudo-Rieman-
nian spaces

The previous section §4 has covered the necessary back-
ground on the calculation of equations of motion in the the-
ory of chronometric invariants to permit their generalization
to charged particles with spin. In their book Fields, Vacuum
and the Mirror Universe: Fields and particles in the space-
time of General Relativity, Rabounski and Borissova apply
the chronometric invariants formalism to the analysis of fields
and charged particles with spin [6, see Chapters 3 & 4].

Chapter 3 provides the chronometrically invariant theory
of electrodynamics in a pseudo-Riemannian space. It takes
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into account the impact on the electromagnetic field of the
physically observable chr.inv.-properties of the reference spa-
ce, specifically the gravitational inertial force (i.e. accelera-
tion) Fi, the space non-holonomity tensor of space rotation
Aik, and the rate of deformation of space tensor Dik. This the-
ory will not be covered here as it is beyond the scope of this
paper.

Chapter 4 covers the chronometrically invariant theory of
particles with spin in a pseudo-Riemannian space. It is based
on the premise that spin is a fundamental property of matter,
such as mass and charge. The analysis will show that the field
of the space non-holonomity from the spatial rotation of the
space Aik interacts with the particle’s spin and imparts it an
additional momentum. From this will be derived the equa-
tions of motion of a particle with an internal rotation momen-
tum (i.e. spin).

5.1 Spin particle equation of motion

Based on these considerations, the four-dimensional dynamic
vector Qα for the parallel transport equations is assumed to
be given by [6, see pp. 155]

Qα = Pα + S α , (16)

where Pα is given by (10) and S α is the spin momentum
which the particle gains from its internal momentum result-
ing from the spin, thus making the motion of the particle non-
geodesic.

To deduce the spin momentum vector S α, we start from
the known properties of the spin of elementary particles.
Their numerical value is given by ±n~, where ~ is the reduced
Planck constant which has units of angular momentum, and
n = 0, 1

2 , 1,
3
2 , 2, with the ± sign indicating right-wise or left-

wise internal rotation of the spin particle respectively. This
suggests that the spin vector would be an antisymmetric ten-
sor of the 2nd rank, similar to a tensor of angular momentum.

From Bohr’s second postulate on the length of an elec-
tron orbit in an atom and the experimental finding that an
electron has an internal magnetic moment proportional to its
internal rotation spin momentum, Rabounski and Borissova
make an argument to define a four-dimensional antisymmet-
ric 2nd rank angular momentum-like tensor, which they call
the Planck tensor and write as ~αβ, given by [6, see pp. 155–
156]

[ri; pk] =
1
2

(
ri pk − rk pi

)
= k~ik (17)

for some constant k, to characterize the spin of a particle in
four-dimensional pseudo-Riemannian space.

The diagonal and space-time components of the Planck
tensor are zero, while the non-diagonal spatial components
are ±~, based on the spatial direction of the spin and the
right- or left-handedness of the reference frame. Note that
the antisymmetric Planck tensor ~ik is not to be confused with

the symmetric physically observable chr.inv.-metric of the ob-
server’s space tensor hik.

This represents a general mathematical approach that re-
quires no assumption on the internal structure of a particle’s
spin. Instead, it is based on a fundamental quantum space
rotation. We have already encountered an antisymmetric ro-
tation of space chr.inv.-tensor Aik in §3, given by (6). In the
absence of gravitational fields, the tensor of angular velocity
Aik is given by

Aik =
1
2

(
∂vk

∂xi −
∂vi

∂xk

)
, (18)

which can be more specifically denoted as Aαβ = Ωαβ, with
components

Ω00 = 0 Ω0i = −Ωi0 = 0 Ωik =
1
2

(
∂vk

∂xi −
∂vi

∂xk

)
. (19)

The quantum principle of wave-particle duality results in a
particle’s energy being given by E = mc2 = ~ωwhereω is the
characteristic frequency of the particle with relativistic mass
m. Rabounski and Borissova suggest a generalization of that
equation into the geometric tensor relation mc2 = ~αβωαβ.

The additional momentum S α in (16) gained by a particle
from its spin can be determined from the actionS of a particle
with spin. The action to displace a spin particle generated by
the interaction of its spin with the space non-holonomity field
Aαβ is given by [6, see pp. 162]

S = α(S )
∫ b

a
~αβAαβ ds =

n
c

∫ b

a
~αβAαβ ds , (20)

where α(S ) is a scalar constant characteristic of the particle
in the spin interaction. One then obtains [6, see pp. 164]

S α =
1
c2 n ~µνAµν

dxα

ds
, (21)

such that the dynamic vector Qα that characterizes the motion
of the spin particle is given by

Qα = Pα + S α = m0
dxα

ds
+

1
c2 n ~µνAµν

dxα

ds
, (22)

where Pα is given by (10).
The equations of motion of a spin particle are obtained

from the parallel transport equations of Qα given by (22)
along the trajectory of the particle

d
ds

(Pα + S α) + Γαµν (Pµ + S µ)
dxν

ds
= 0 , (23)

where QαQα = constant. The chr.inv.-equations of a particle
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with mass and spin is given by [6, see pp. 170]

dm
dτ
−

m
c2 Fivi +

m
c2 Dikvivk =

= −
1
c2

dη
dτ

+
η

c4 Fivi −
η

c4 Dikvivk ,

d(mvi)
dτ

+ 2m (Di
k + A·ik·)v

k − m F i + m ∆i
nkvnvk =

= −
1
c2

d(ηvi)
dτ

−
2η
c2 (Di

k + A·ik·)v
k +

η

c2 F i −
η

c2 ∆i
nkvnvk ,

(24)

where η is given by

η =
n ~µνAµν√

1 − v2

c2

. (25)

The left hand side of equations (24) is the same as that of
equations (14), and represents the geodesic part of a spin-
less particle’s motion. However, while the right hand side of
equations (14) are equal to zero, in the case of a particle with
spin, the right hand side of equations (24) are non-zero, and
thus represent the non-geodesic component of the motion of
a particle with spin. That, is the component that gives rise to
zitterbewegung, while the left hand side represents the classi-
cal geodesic trajectory of the particle.

Allowing for the weak gravitational interaction, compared
to others, by setting w→ 0 in (7) and D = 0 in (8) [6, p. 176],
results in the elimination of the Fi and Dik terms, and a sim-
plification of (24). The kinematic equations of motion (24)
become

dvi

dτ
+ 2A·ik·v

k + ∆i
nkvnvk = 0 . (26)

Assuming that the space rotates with a constant angular ve-
locity Ω around the x3-axis (z-axis), from (18) and (19) and
the linear velocity of rotation of the space given by vi = Ωik xk,
then the space non-holonomity tensor Aik has only two non-
zero components,

A12 = −A21 = −Ω , (27)

and the chr.inv.-vector equations of motion become

dv1

dτ
+ 2Ωv2 = 0 ,

dv2

dτ
− 2Ωv1 = 0 ,

dv3

dτ
= 0 , (28)

where the superscripts are numerical vector indices.
Solving the equations of motion, we obtain the solutions

[6, p. 179–183]

v1 = v1
(0) cos(2Ωτ) , v2 = v2

(0) sin(2Ωτ) , v3 = v3
(0) , (29)

where the vi
(0) represent the initial values of vi. Integrating

(29) with respect to dτ, we obtain the particle’s trajectory dis-

placements

x1 = x1
(0) +

v1
(0)

2Ω
sin(2Ωτ)

x2 = x2
(0) +

v1
(0)

2Ω
−

v1
(0)

2Ω
cos(2Ωτ)

x3 = x3
(0) + v3

(0)τ ,

(30)

where the xi
(0) represent the initial values of xi.

Setting the initial displacement of the particle to be zero,
x1

(0) = x2
(0) = x3

(0) = 0, (30) can be simplified as

x1 = x = a sin(2Ωτ)

x2 = y = a [1 − cos(2Ωτ)]

x3 = z = bτ ,

(31)

where a =
v1

(0)

2Ω
and b = v3

(0). From this, we can move from
the τ parametric representation to the coordinate represen-
tation of the solution to determine the shape of the three-
dimensional trajectory covered by the particle. We obtain [6,
p. 184]

x2 + y2 = 2a2 [1 − cos(2Ωτ)] = 4a2 sin2(Ωτ) , (32)

where τ = z/b, which is similar to a spiral line equation
x2 + y2 = a2 , z = bτ. The particle has a constant velocity
b = v3

(0) along the axis of the spiral, with the radius of the par-
ticle’s trajectory oscillating with a frequency Ω in the range
0 to 2a = v1

(0)/Ω at distances z = πkb
2Ω

, for k = 0, 1, 2, 3, · · · .
The spiral can be visualized as being wound on a pulsating
cylinder.

5.2 Charged spin particle in an electromagnetic field

For a charged spin particle in an electromagnetic field, the
four-dimensional dynamic vector Qα for the parallel transport
equations takes the form [6, p. 186]

Qα = Pα +
e
c2 Aα + S α , (33)

where e is the electric charge and Aα is the electromagnetic
field potential. There is thus an additional momentum gained
by the particle from the interaction of its charge with the elec-
tromagnetic field. The chr.inv.-scalar equation of motion of a
charged spin particle in an electromagnetic field is then given
by [6, p. 204]

d
dτ

(
m +

η

c2

)
= −

e
c2 Eivi , (34)

where Ei is the ith component of the electric field. Then for
particles with mass,

m0c2 = −n~mnAmn (35)
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where again ~mn is the Planck tensor and Amn is the rotation
of space chr.inv.-tensor. The right hand side of this equa-
tion (without the negative sign) characterizes the interaction
energy of the particle’s spin with the space non-holonomity
field, i.e. the “spin energy”. Rabounski and Borissova refer
to (35) as the law of quantization of the masses of elementary
particles:

The rest-energy of any mass-bearing spin particle is
equal to the energy of its spin interaction with the spa-
ce non-holonomity field, taken with the opposite sign.
[6, p. 205]

From (35), it can be shown that for any elementary particle
with mass, the following relationship exists between its rest-
mass m0 and the angular velocity of the space rotation Ω [6,
p. 207]:

Ω =
m0c2

2n~
. (36)

5.3 The Compton wavelength and zitterbewegung

The wavelength corresponding to the frequency of the space
rotation Ω given by (36) can be calculated by assuming that
the wave of the space non-holonomity propagates at the speed
of light c [6, p. 209]:

λ–Ω =
c
Ω

= 2n
~

m0c
. (37)

For an electron, with n = 1
2 , (37) becomes

λ–C =
~

m0c
, (38)

i.e. the wavelength of the space non-holonomity rotation Ω is
equal to the reduced Compton wavelength of the electron.

This confirms that (31) and (32) are the candidate equa-
tions to describe zitterbewegung: free electron oscillations
occur at a frequency equal to the double angular velocity of
the space rotation Ω given by (31), with fluctuations of the
particle position on the order of its reduced Compton wave-
length given by (38) while following a trajectory described
by a pulsating spiral equation of motion.

6 Discussion and conclusion

In this paper, we have explored the connection between zitter-
bewegung for free particles, and the work of Rabounski and
Borissova on Zelmanov’s chronometric invariant formulation
of General Relativity to calculate space and time physical ob-
servables [2,6]. They introduced a four-dimensional antisym-
metric tensor of the 2nd rank they called the Planck tensor to
characterize the spin of an elementary particle. In the chr.inv.-
analysis, the spin of a particle interacts with the space non-
holonomity field of pseudo-Riemannian spacetime.

From this, the particle gains an additional momentum
which imparts a non-geodesic component to the particle’s

motion. The solution of the particle with spin chr.inv.-equa-
tion of motion is a spiral that can be visualized as being
wound on a pulsating cylinder. It has a constant velocity b =

v3
(0) along the x3-axis of the spiral, with the radius of the par-

ticle’s trajectory oscillating with a frequency Ω in the range 0
to 2a = v1

(0)/Ω at distances z = πkb
2Ω

, for k = 0, 1, 2, 3, · · · . The
wavelength of the space non-holonomity rotation Ω is equal
to the reduced Compton wavelength of the electron.

Free electron oscillations occur at a frequency equal to
the double angular velocity of the space rotation Ω, with fluc-
tuations of the particle position on the order of its reduced
Compton wavelength. Thus, we have shown that within the
chr.inv.-equation of motion of particles with spin derived in
Rabounski and Borissova’s work [6], zitterbewegung is a di-
rect manifestation of general relativistic space and time phys-
ical observables at the elementary particle level.
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via the Lie-isotopic Branch of Hadronic Mechanics
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Matter was originally conceived as bound states of the permanently stable protons and
electrons because stars initiate their lives as sole aggregates of Hydrogen atoms, and
must synthesize neutrons from protons and electrons as a necessary condition to pro-
duce light via nuclear fusions. In oblivion to the Einstein-Podolsky-Rosen argument that
quantum mechanics is not a complete theory, said conception was abandoned despite
its plausibility because of the unverified assumption that the exact validity of Heisen-
berg’s uncertainty principle for point-like particles in vacuum was equally valid for
extended protons and neutrons under strong nuclear forces, resulting in the assump-
tion that electrons cannot remain within a nuclear structure. In this paper, we review
and update: the insufficiencies of quantum mechanics in nuclear physics; the comple-
tion of quantum mechanics into the axiom-preserving, Lie-isotopic branch of hadronic
mechanics for the invariant representation of extended protons and neutrons under po-
tential and contact/non-potential interactions; the exact hadronic representation of all
characteristics of the neutron in its synthesis from the proton and the electron at the
non-relativistic and relativistic levels; the completions of Bell’s inequalities with en-
suing iso-deterministic principle for strong interactions. We then present the apparent
resolution of the historical objections against the reduction of all stable matter in the
universe to protons and electrons and point out a number of open problems whose treat-
ment is beyond the capabilities of quantum mechanics, such as: the cosmological im-
plications of the missing energy in the neutron synthesis, the prediction of negatively
charged pseudo-protons, and the possible recycling of radioactive nuclear waste by nu-
clear power plants via their stimulated decay.
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1 Introduction

1.1 Historical notes

As it is well known to historians (see, e.g. [1] [2]), nuclei
were originally conceived to be bound states of protons and
electrons because stars initiate their lives as aggregates of Hy-
drogen atoms and they must synthesize neutrons from protons
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and electrons as a necessary condition to initiate the produc-
tion of light via nuclear fusions.

The above original conception of the nuclear structure
was abandoned in oblivion of the Einstein-Podolsky-Rosen
(EPR) argument that Quantum mechanics is not a complete
theory [3] (see also the recent verifications [4]–[8]), under
the experimentally unverified assumption that the validity of
Heisenberg’s uncertainty principle for point-like particles in
vacuum was also valid for the extended protons and neutrons
under strong nuclear forces, resulting in the assumption that
electrons cannot remain within the dense nuclear structure on
various grounds, such as:

1.1) The inability for the electron to remain within a nu-
cleus [1]. By recalling the value of the electron mass me =

0.511 MeV = 9.1 × 10−31 kg and the nuclear radius R =
10−14 m, Heisenberg’s uncertainty principle [9]

∆r∆p =
1
2
|⟨ψ|[r, p]|ψ⟩ ≥

1
2
ℏ =

= 5.26548578 × 10−34 J Hz−1 ,

(1)

would imply the electron to have the superluminal velocity

v ≥
ℏ

∆r × me
= 5.79 × 1010 m/s . (2)

1.2) Under the validity of principle (1), an electron would
have the linear momentum uncertainty [10]

∆p = 1.05 × 1020 kg m/s , (3)

with corresponding energy

E = 19.5 MeV , (4)

contrary to the evidence that electrons emitted in Beta decays
have a maximum energy of 3 MeV.

1.3) The excessive value for nuclear standards of the mag-
netic moment of the electron [7]. In fact, expressed in nuclear
magnetron µN , the magnetic moment of the electron has the
value

µ
spin
e = −9.284764 × 10−24 J/T

= −9.284764 × 10−24 × 1.979890761026 µN

= −928.4784 × 1.979890 µN = 1838.2851 µN ,

(5)

which is 961 times the magnetic moment of the neutron µn =

−1.91304 µN .
In this paper we show that, thanks to the availability of

new mathematics for the time-invariant representation of ex-
tended protons and neutrons under strong nuclear forces, and
the related completion of quantum into hadronic mechanics,
Heisenberg’s uncertainty principle for point-like particles in
vacuum is replaced by a progressive validity of Einstein’s de-
terminism for extended protons and neutron under strong nu-
clear forces [3]–[8], with ensuing resolution of the historical
objections against the reduction of matter to protons and elec-
trons.

1.2 Insufficiencies of quantum mechanics in nuclear
physics

By using well known nuclear experimental data [11]–[18], we
recall the following, century-old, generally ignored insuffi-
ciencies of quantum mechanics in nuclear physics:

Quantum mechanical insufficiency I: Inability to repre-
sent the synthesis of the neutron from a proton and an elec-
tron in the core of stars [19]. Notwithstanding the extremely
big (for particle standards) attractive Coulomb force of about
230 Newtons between the (negatively charged) electron and
the (positively charged) proton,

F = −
e2

r2 =

= −(8.99 × 109)
(1.60 × 10−19)2

(10−15)2 = −230 N ,

(6)

quantum mechanics allows no quantitative representation of
the fundamental synthesis of the neutron in the core of stars.
This insufficiency was first identified by R. M. Santilli in the
1978 Harvard’s Lyman Laboratory of Physics [20] (see also
the subsequent 1979 paper from Harvard’s Department of
Mathematics [22] on grounds that the mass/rest energy of the
neutron is 0.782 MeV bigger than the sum of the masses/ rest
energies of the proton and of the electron

Ep = 938.272 MeV , Ee = 0.511 MeV ,

En = 939.565 MeV ,

∆E = En − (Ep + Ee) = 0.782 MeV > 0 ,

(7)

by therefore requiring a positive binding energy and resulting
in a rest energy excess for which the Schrödinger equation
admits no physically meaningful solutions (for a two-body
bound state). A similar case occurs for the Dirac equation,
which after achieving an exact relativistic representation of
the bound state of a proton and the electron at large mutual
distances in the Hydrogen atom, the Dirac equation fails to
provide any quantitative representation of the bound state of
the same particles at nuclear mutual distances.

By no means the neutron synthesis is an isolated case be-
cause as we shall see in Sect. 4.1, the representation of unsta-
ble leptons, mesons and baryons as generalized bound states
of particles and antiparticles generally produced free in their
spontaneous decays, permits the numerically exact represen-
tation of all their characteristics, including the mechanism of
their spontaneous decays, which has been impossible to date
via quantum mechanics.

Quantum mechanical insufficiency II: Inability to ach-
ieve a numerically exact representation of nuclear magnetic
moments. In fact, under the use of the tabulated values of
the magnetic moments of the proton and of the neutron in
vacuum [12]

µp = +2.79285 µN , µn = −1.91304 µN , (8)
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quantum mechanics (qm) predicts that the magnetic moment
of the Deuteron is given by

µ
qm
D = (2.79285 − 1.91304) µN = 0.87981 µN , (9)

while the experimentally measured value is given by

µex
D = 0.85647 µN , (10)

resulting in the deviation of the quantum mechanical predic-
tion from the experimental value of about 3%, with embar-
rassing deviations for heavier nuclei such as the zirconium.

Quantum mechanical insufficiency III: Inability to ach-
ieve a consistent representation of nuclear spins. According
to quantum mechanics, the only stable bound state of two par-
ticles with spin 1/2, such as the proton and the neutron, is the
singlet coupling. Consequently, quantum mechanics predicts
that the Deuteron D has the structure

D = (p↑, n↓)qm , (11)

for which the total angular momentum is null, JD = 0, con-
trary to the experimental value of the spin of the Deuteron
JD = 1. As a result of this insufficiency, quantum mechanics
represents the spin of the Deuteron via such a collection of
orbital contributions to have the value LD = 1 (see, e.g. [21])
in clear disagreement with experimental evidence for which
the spin S D = 1 has been measured for the Deuteron in its
true ground state, i.e. the state for which LD ≡ 0.

Quantum mechanical insufficiency IV: Inability to rep-
resent the nuclear stability despite the natural instability of the
neutron. As it is well known, the neutron is naturally unsta-
ble with spontaneous decay following 887.7 s [17], at which
point nuclei should disintegrate evidently due to the excessive
number of positive charges. In view of the inability to repre-
sent the neutron synthesis form the proton and the electron,
quantum mechanics does not allow a meaningful treatment of
the mechanism according to which neutrons become stable
when members of a nuclear structure.

Quantum mechanical insufficiency V: Inability to rep-
resent the nuclear stability despite strongly repulsive protonic
Coulomb forces. As it is well known [11], nuclei contain
a number of positively charged protons indicated with the
atomic number Z, thus experiencing a repulsive Coulomb for-
ce of type (6) which is so big to overcome known nuclear
forces.

Needless to say, the above insufficiencies also apply to
relativistic quantum mechanics, as well as to related space
time symmetries and relativities.

1.3 Rudiments of isotopic theories

The indicated insufficiencies of quantum mechanical meth-
ods, space time symmetries and relativities for the represen-
tation of the synthesis of the neutron from the Hydrogen are
primarily due to the local character of quantum mechanical

methods [3], here referred to the sole dependence of the wave
function ψ(r), the potential V(r), and the differential calculus,
on a finite number of isolated points r in empty space, as it is
the case, e.g. for the linear momentum

pψ(r) = −i∂rψ(r) , (12)

of the Schrödinger equation[
Σk=1,2,...,A

1
2mk

pk pk + V(r)
]
ψ(r) = Eψ(r) . (13)

Such an approximation of nature has been effective for atomic
structures due to the large mutual distances between the con-
stituents which allowparticles to be approximated as theNew-
tonian massive points. However, the indicated local character
of quantum mechanics is excessively approximated for nu-
clear structures since, according to clear experimental mea-
surements [16]–[18], protons and neutron are extended char-
ge distributions, and nuclear volumes are generally smaller
than the sum of the volumes of their protons and neutrons.

Consequently, nuclei are generally composed by extended
protons and neutrons in condition of partial mutual pene-
tration, resulting in the expectation that nuclear forces com-
prise conventional, action-at–a-distance, linear, local and po-
tential interactions (herein called Hamiltonian interactions),
plus contact, thus zero-range, non-linear, non-local and non-
potential interactions (herein called non-Hamiltonian inter-
actions).

By noting that a point-like electron cannot possibly be
bonded to a point-like proton, we expect that the neutron syn-
thesis requires the representation of the charge distribution of
the proton and of the electron wave packet as being extended,
with ensuing Hamiltonian and non-Hamiltonian interactions
at mutual distances smaller than their size.

Since at the time of the initiation of the studies herein re-
ported (late 1970’s), mathematical and physical theories for
the time invariant representation of extended particles did not
exist, they had to be constructed. In this paper, we adopt iso-
topic methods comprising:

1) The Lie-isotopic mathematics, or iso-mathematics for
short.

2) The Lie-isotopic branch of hadronic mechanics, or iso-
mechanics for short.

3) The non-relativistic and relativistic iso-symmetries and
iso-relativities.

The above isotopic methods were proposed by R. M. San-
tilli (when at Harvard University under DOE support) in the
1978 Springer-Verlag monographs [23,24] and they do achie-
ve the needed time invariant representation of extended par-
ticles and/or their wave packets, with consequential Hamilto-
nian and non-Hamiltonian interactions.

As it is well known, the mathematics of quantum mechan-
ics is based on the universal, enveloping, associative algebra
ξ{A, B, ...; A × B, I} of operators A, B, ... on a linear space H
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with conventional associative product and related (multiplica-
tive) unit

AB = A × B ,

I : IA = AI ≡ A ∀A ∈ ξ ,
(14)

which envelope allows a rigorous treatment of Lie’s theory
via algebra L isomorphic to the antisymmetric sub-algebra
L ≈ ξ− with the familiar Lie product [A, B] = AB − BA, and
ensuing mechanics, symmetries and relativities.

Santilli’s iso-mathematics is based on the axiom-preserv-
ing, thus isotopic lifting of the enveloping algebra ξ{A, B, ...;-
A×B, I} into the universal enveloping iso-associative algebra
ξ̂{Â, B̂, ...; A×̂B, Î} of iso-operators Â, B̂, ... on an iso-linear
iso-space Ĥ with iso-product introduced in the 1978 Har-
vard’s paper [20], extended in the 1979 paper [22] and sys-
tematically studied in Sect. 5.2, p. 154 on of [24])

Â×̂B̂ = Â × T̂ × B̂ , (15)

and related iso-unit

Î = 1/T̂ : Î×̂Â = Â×̂Î ≡ Â ∀Â ∈ Ĥ . (16)

Under the condition that, for consistency, iso-product (15)
is applied to the totality of the products of the new math-
ematics, including numbers, functions, operators, etc., the
associativity-preserving lifting ξ → ξ̂ allowed in 1978:

1) The foundations of iso-mathematics, including the Lie-
Isotopic theory (nowadays called the Lie-Santilli iso-theory)
consisting of the step by step isotopic lifting of Lie’s the-
ory, including Lie algebras, Lie groups and the transforma-
tion theory, with generic N-dimensional iso-algebra L̂ of Her-
mitean operators Xk, k = 1, ...,N and iso-commutation rules
(Eq. (38c), p 170 of [42])

[Xi .̂X j] == Xi×̂X j − X j×̂Xi =

= Xi × T̂ × X j − X j × T̂ × Xi = Ck
i jXk .

(17)

After leaving Harvard University, Santilli completed the
above studies with the 1994 construction of the new iso-num-
ber theory [89] with iso-unit (16), the 1996 construction of
the new iso-differential calculus [50] defined for volumes,
rather than points, and other advances.

2) The foundations of iso-mechanics comprising the
Schrödinger-Santilli iso-equation (Eq. (14), p. 259 of [24])

Ĥ×̂|ψ̂⟩ =
[
Σk=1,2,...,A

1
2mk

p̂k×̂p̂k + V(r)
]
×̂|ψ̂⟩ =

= Ê×̂|ψ̂⟩ = (E × Î) × T̂ × |ψ̂⟩ = E × |ψ̂⟩ ,
(18)

and the Heisenberg-Santilli iso-equation (Eq. (16), p. 153 of
[24]) in its infinitesimal and finite form

i
dA
dt
= [Â, ,̂Ĥ] = Â×̂Ĥ − Ĥ×̂Â ,

A(t) = eĤT̂ ri × A(0) × e−itT̂ Ĥ ,

(19)

thus requiring two quantities for the characterization of nu-
clear structures, the conventional Hamiltonian H > 0 for the
representation of linear, local and potential interactions, and
the isotopic element T̂ > 0 for the representation of the ex-
tended character of particles and their non-linear, non-local
and non-potential interactions.

3) The iso-Galilean symmetry and relativity (Chapter 6,
p. 199 on of [24]).

Following the above foundations, hadronic mechanics has
been studied by various scholars (see monographs [25]–[34]
and papers quoted therein) at about thirty workshops and vari-
ous international conferences (see representative proceedings
[35]–[40], comprehensive presentations [41]–[43]) (see also
the summary of the various branches of hadronic mechanics
[49], the overviews [45]–[49], and the recent summaries [46]–
[48]).

Nowadays, hadronic mechanics has various branches of
increasing complexity for the description of particles with in-
creasingly complex physical conditions [49].

The above mathematical and theoretical studies, combin-
ed with experimental verifications [43], allowed the identifi-
cation of the following explicit form of the isotopic element
(15) and iso-unit (16) for a two-body hadronic system [44]

T̂ = Πα=1,2 Diag.

 1
n2

1,α

,
1

n2
2,α

,
1

n2
3,αz

,
1

n2
4,α

 × e−Γ ≪ 1 ,

Î = 1/T̂

= Πα=1,2 Diag.
(
n2

1,α, n
2
2,α, n

2
3,α, n

2
4,α

)
× e+Γ ≫ 1 ,

Γ(r, p, a, E, d, π, τ, ψ, ...) > 0 , nµ,α > 0,

µ = 1, 2, 3, 4, α = 1, 2 ,

(20)

where T̂ is solely restricted by the condition of being positive-
definite, but otherwise possess an unrestricted functional de-
pendence (hereon tacitly assumed) on coordinates r, momen-
ta p, accelerations a, energy E, density d, pressure π, temper-
ature τ, wave functions ψ, and any other needed local vari-
able:

1) The representation of the dimension and shape of the
individual nucleons is done via semi-axes n2

k,α, k = 1, 2, 3
(with n3 parallel to the spin) and normalization for the va-
cuum n2

k,α = 1.
2) The representation of the density is done via the char-

acteristic quantity n2
4,α per individual nucleons with normal-

ization for the vacuum n2
4,α = 1.

3) The representation of the non-Hamiltonian interactions
between extended nucleons which is achieved by the expo-
nential term e−Γ.

On pedagogical grounds, it should be indicated that any
given quantum mechanical model with point-like nucleons
and sole Hamiltonian interactions can be uniquely and un-
ambiguously completed into the covering hadronic model for
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extended nucleons with Hamiltonian and non-Hamiltonian
interactions via the simple non-unitary transformation (first
proposed in Eq. (11), p. 249 of [24])

U × U† = Î = 1/T̂ > 0 , (21)

provided that, to avoid insidious inconsistencies, it is applied
to the totality of the quantum formalism with no exception
known to this author. In fact, under transformation (8), the
conventional associative product of quantum operators A, B
is mapped into the iso-product of iso-operators

U × (A × B) × U† = Â×̂B̂ = Â × T̂ × B̂ ,

T̂ = (UU†)−1, Â = U × A × U†, B̂ = U × B × U† ,
(22)

and the same holds for all aspects of iso-mechanics as we
shall see in detail in Section 3.

Finally, it is important to indicate from these initial notes
that the representation of the dimensions of particles and their
non-Hamiltonian interactions via hadronic mechanics is in-
variant over time, of course, not under the unitary time evo-
lution of Heisenberg’s equations, but under the iso-unitary
time evolution of the Heisenberg-Santilli iso-equation,

U = ÛT̂ 1/2 ,

Û×̂Û† = Û†×̂Û = Î ,
(23)

under which the iso-unit and the isotopic element of hadronic
mechanics are numerically invariant [51]

Û×̂Î×̂Û† ≡ Î ,

Û×̂(Â×̂B̂)×̂Û† = Â′ × T̂ ′ × B̂′ , T̂ ′ ≡ T̂ .
(24)

By using a language accessible to the general physics au-
dience, in Section 2 we review half a century of mathematical,
theoretical, experimental and industrial studies in the non-
relativistic synthesis of the neutron from the proton and the
electron.

In Section 3, we report the relativistic studies in the syn-
thesis of the neutron with particular reference to the space
time iso-symmetries and iso-relativities necessary for their
derivation.

In Section 4, we show that all objections against elec-
trons being part of the nuclear structure are resolved by the
recent EPR verifications [4]–[8] and more particularly, by the
progressive validity of the iso-deterministic principle under
strong interactions which occurs in the structure of hadrons,
nuclei and stars and the full achievement of Einstein’s deter-
minism at the limit of the Schwartzschild horizon.

An initial understanding of this paper an be reached via a
knowledge of reviews [46]–[48], with the understanding that
a technical knowledge of this paper can solely be reached via
a technical knowledge of hadronic mechanics according to
the general presentations [41]–[43].

2 Non-relativistic representation of the neutron synthe-
sis from the Hydrogen atom

In this section, we shall outline and update one century of
studies on the synthesis of the neutron from the Hydrogen
atom in the core of stars as well as in laboratory. Needless to
say, we can only outline the main aspects of such a vast topic
and provide the references for detailed studies.

2.1 Historical notes

As recalled in Sect. 1.1, stars initiate their lives as an aggre-
gate of Hydrogen that grows by accretion during travel in in-
terstellar spaces. At the moment when the temperature in the
core of the aggregate reaches a value of the order of 10 MK,
E. Rutherford [19] suggested in 1920 that the Hydrogen atom
is “compressed” into a new neutral particle which he called
the neutron,

e− + p+ → n . (25)

The existence of the neutron was experimentally estab-
lished in 1932 by J. Chadwick [52]. In 1933, W. Pauli [53]
pointed out that synthesis (11) violates the conservation of
angular momentum. Therefore, E. Fermi [54] submitted in
1935 the hypothesis that the synthesis of the neutron occurs
with the joint emission of a neutral and massless particle ν
with spin 1/2 which he called the neutrino (meaning “little
neutron” in Italian)

e− + p+ → n + ν . (26)

Subsequent tests (see the recent review [17]) established that
the neutron is naturally unstable with a mean life of τ = 877 s
and spontaneous decay

n→ e− + p+ + ν̄ , (27)

where ν̄ is the antineutrino.
Predictably, the synthesis of the neutron from the Hydro-

gen attracted attention soon following the Chadwick confir-
mation. According to the historical account [55], Ernest J.
Sternglass conducted in 1951 the first test for the laboratory
synthesis of the neutron from Hydrogen, followed by tests in
1952 by E. Trounson and others, although none of these initial
tests were reported in published papers in view of the incom-
patibility of the neutron synthesis with quantum mechanics
(Insufficiency I) and for other reasons.

To the author’s best knowledge, the first published tests
on the laboratory synthesis of the neutron from Hydrogen
were done in the 1960’s by the Italian priest-physicist, Don
Carlo Borghi and his associates [56]. In essence the exper-
imentalists constructed a cylindrical metal chamber (called
klystron) filled up with the Hydrogen gas (at a fraction of
1 bar pressure) kept the gas mostly ionized via an electric arc
with about 500 V and 10 mA. Additionally, the gas was tra-
versed by microwaves with the frequency of 10−10 s−1. The
experimentalists then placed in the exterior of the Klystron
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various materials suitable to be activated when exposed to a
neutron flux (such as gold or silver). Following exposures
over several weeks, the experimentalists reported clear and
reproducible nuclear transmutations that can only be due to a
neutral hadron emitted from the Klystron. Due to insufficient
evidence on neutron emission, the experimentalists conjec-
tured that the detected nuclear transmutations were due to a
new neutral particle with the mass of the neutron but spin dif-
ferent than 1/2 that they called the neutroid.

2.2 Santilli’s studies on the neutron synthesis

In view of its fundamental character for all quantitative sci-
ences, R. M. Santilli has conducted over the past five decades
mathematical, theoretical, experimental and industrial resea-
rch on the synthesis of the neutron from the Hydrogen atom
in the core of stars, as well as in laboratory (see the mathe-
matical studies [20,23,24,41,50] [57]–[67], the physical stud-
ies [42] [68]–[73], the experimental studies [43, 74, 80], and
the independent studies [25]–[34] [81]–[85].

These studies were initiated in the late 1970’s at Har-
vard University under DOE support with the inapplicability of
quantum mechanics for the neutron synthesis [20] (Quantum
insufficiency I) followed by the proposal to construct hadron-
ic mechanics in monographs [23, 24].

By far the biggest difficulty of the above studies has been
the representation of the spin of the neutron S n = 1/2 from
two particles each having spin 1/2, as originally conceived by
Rutherford [19]. This problem stimulated the construction of
the Lie-Santilli iso-theory (see Sect. 4.4, p. 173 on of [24] and
independent work [26]), followed by systematic studies on
the isotopies of spacetime symmetry [57]–[67], with particu-
lar reference to the isotopies ŜO(3) and ŜU(2) of the angular
momentum and spin symmetries at the classical and operator
levels [57]–[60] and then passing to the isotopies of space-
time symmetries [61]–[67].

As a result of these preparatory studies, Santilli was able
to achieve a numerically exact and time invariant representa-
tion of all characteristics of the neutron at the non-relativistic
level in the 1990 paper [68], and at the relativistic level in the
1995 paper [72], with additional studies available in mono-
graph [73].

Following, and only following, the achievement of a con-
sistent representation of the neutron synthesis via the Lie-
isotopic branch of hadronic mechanics, Santilli initiated in
2007 experimental tests on the laboratory synthesis of the
neutron from Hydrogen [74]–[80]. According to these experi-
ments, the neutron synthesis from Hydrogen can be generated
by hadronic reactors consisting of a metal vessel containing
in their interior a commercially available Hydrogen gas at
pressure and a pair of submerged carbon electrodes powered
by a specially designed (patent pending) DC source with a
gap controllable from the outside. During operations (Fig. 1),
the DC arc is continuously connected and disconnected be-

cause of the consumption of the carbon electrodes. During its
activation (left of Fig. 2), the special form of the DC arc ion-
izes the Hydrogen gas by creating a plasma mostly composed
by protons and electrons in its cylindrical surroundings, while
during its deactivation (right of Fig. 2), the specially designed
DC electric arc compresses the ionized gas from all radial di-
rections toward its symmetry axis.

Interested readers should be aware that commercially
available DC electric arcs between carbon electrodes sub-
merged within a Hydrogen gas may synthesize neutroids (Fig.
2) and other unstable hadronic bound states under their big
Coulomb attraction, but they are not designed to compress
electrons inside the proton according to Rutherford’s original
conception [19].

Experiments [74]–[80] have confirmed: 1) The produc-
tion of Don Borghi’s neutroids (Fig. 2) for DC power of the
order of 5 kw, gas pressure of 5 psi and electrode gap of 2 mm.
2) The production of neutrons (Fig. 3) for DC power with at
least 50 kw, gas pressure from 10 psi on and electrode gas of
at least 5 mm. In particular, the synthesis of neutroids (Fig. 2)
resulted to be an unavoidable step prior to the synthesis of the
neutron (Fig. 3).

Following, and only following sufficient experimental ev-
idence on the laboratory synthesis of the neutron from a Hy-
drogen gas, Santilli founded in 2012 the U.S. publicly traded
company Thunder Energies Corporation (now the privately
held Hadronic Technologies Corporation www.hadronictech-
nologies.com) for the production and sale of a thermal neu-
tron source (see Sect. 4.1).

2.3 Non-relativistic representation of the neutron syn-
thesis

This study was initiated by Santilli with his 1978 Harvard
University memoir [20], continued in various works [68]–[73]
thanks to the collaboration by various scholars, and reviewed
in the 2021 paper [48].

These studies have been conducted under the assump-
tion [20] that the angular momentum of the electron com-
pressed inside the proton is constrained to be equal to the
spin of the proton as a necessary condition to prevent extreme
resistive forces caused by the motion of its extended wave
packet against the dense medium in the interior of the proton.

More particularly, when compressed inside the dense pro-
ton, the electron e is mutated into a new particle called the
eleton in Sect. 5.1 of [20] and indicated with the symbol ϵ− to
distinguish it from the electron and the elemenatary charge e,
but recently called the iso-electron

ϵ̂− = Uϵ−U† , (28)

because characterized by the complex lifting of the elemen-
tary charge (identified in Sect. 3 as an open problem) gener-
ated by the isotopic completion Ĝ(3.1) of the Galilean sym-
metry [87, 88] (see monograph [25] for an extensive inde-
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Fig. 1: In this figure, we illustrate the mechanism used by hadronic reactors for the synthesis of neutroids and neutrons via a specially
designed (patent pending) DC electric arc between Carbon electrodes submerged within a Hydrogen gas. The mechanism comprises the
ionization of Hydrogen atoms into electrons and protons by the activation of the arc (left view) and the compression of the electron within
the proton by the de-activation of the arc (right view).

Fig. 2: In the left of this figure, we illustrate the predicted structure
of the neutroid in its ground state as a hadronic bond of electrons and
protons under their very big Coulomb attraction, Eq. (6), in singlet
couplings with null eigenvalues of the angular momentum and of the
spin. In the right view, we present a conceptual gear equivalent of
the left view to illustrate the reason for the half life of neutroids as
being about 10% that of neutrons, i.e. of about 8 s.

pendent study), with corresponding relativistic extension cha-
racterized by the isotopy ŜO(3.1) of the Lorentz symmetry
SO(3.1) [61] and the isotopy P̂(3.1) of the spinorial cover-
ing of the Poincaré symmetry P(3.1) characterizing the 20th
century notion of particle.

By comparison, the proton is assumed in first approxima-
tion to be un-mutated, p̂+ = p+ since the iso-electron is about
1800-times lighter than the proton.

The above assumptions imply the following structure mo-
del of the neutron as a bound state of a proton p+ and an iso-
electron ϵ̂− according to hadronic mechanics (hm)

n =
(
ϵ̂

spin
↓

, ϵ̂orb
↑
, pspin
↑

)
hm

, (29)

under the Coulomb attraction in the macroscopic value of
230 Newton, Eq. (6).

It should be stressed that, in view of the extremely big
value of Coulomb attraction (6), the numeric value of the

Fig. 3: In the left view, we illustrate the compression of the neu-
troid of Fig. 2 via the mechanism of Fig. 1, resulting in a con-
strained hadronic angular momentum of the electron within the
dense medium inside the proton that, to avoid extreme resistive
forces, has to be equal to the proton spin with ensuing total angular
momentum 1/2. In the right of this figure, we provide a conceptual
rendering of the left view via coupled gears to illustrate the rather
large half life of the neutron of 887 s.

mean life of the neutron according to model (29) can be sub-
ject to scientific debates, but not its existence.

2.3.1 Representation of the neutron mass, mean life and
charge radius

Let us recall the well known essential elements of the non-
relativistic, quantum mechanical representation of the Hydro-
gen atom as a bound state of a proton p and an electron e,
which are given by:

1) The geometric representation on the Euclidean space
E(r, δ, I) with relative coordinate r = rp − re, metric δ =
Diag.(1, 1, 1), unit I = Diag.(1, 1, 1), and invariant

r2 = ri × δi j × r j = r2
1 + r2

2 + r2
3 . (30)
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2) The operator representation on the Hilbert space H
over the field of complex numbers C with states |ψ(r)⟩, nor-
malization

⟨ψ(r)| × |ψ(r)⟩ = I , (31)

and expectation value of a Hermitean operator A

⟨A⟩ = ⟨ψ(r)| × A × |ψ(r)⟩ . (32)

3) The Schrödinger representation, comprising the linear
momentum

p × |ψ(r)⟩ = −i × ℏ × ∂r |ψ(r)⟩ , (33)

the eigenvalue equation

H(r, p) × |ψ(r)⟩ = EH × |ψ(r)⟩

=

[
Σk=1,2,3

1
2 m
× pk × pk −

e2

r

]
× |ψ(r)⟩ ,

(34)

where m is the reduced mass

m =
me × mp

me + mp
, (35)

and the canonical commutation rules

[ri, p j] × |ψ(r)⟩ = (ri × p j − p j × ri) × |ψ(r)⟩ =

= −i × ℏ × δi
j × |ψ(r)⟩ ,

[ri, r j] × |ψ(r)⟩ = [pi, p j] × |ψ(r)⟩ = −0 .

(36)

As it is well known, the above formulation characterizes
the Hydrogen atom binding energy

EH = 13.6 eV , (37)

stability, Bohr’s radius and all other features.
According to studies first done in the 1990 paper [68],

completed in the 1995 monograph [73] and updated in Sect.
2 of the 2021 memoir [47], the non-relativistic hadronic treat-
ment of structure model (29) is given by the following, step-
by-step, non-unitary transformation of the quantum treatment
of the Hydrogen atom

U × U† = Î = 1/T̂ > 0 , (38)

where, for the non-relativistic treatment, we asume iso-unity
(20) with value for the density n4,k = 1, k = 1, 2 whose treat-
ment is done at the relativistic level (Sect. 3.4).

In fact, the geometric treatment of model (29) is done in
the iso-Euclidean iso-space Ê(r̂, δ̂, Î) [41,61] over the iso-real
iso-field R̂(n̂, ×̂, Î) [41, 89] (see also monograph [29]) with
iso-unit (20), iso-coordinates r̂ = UrU† = rÎ, iso-metric δ̂ =
T̂ × δ and iso-invariant

r̂2̂ = Ur2U† = U(ri × δi jr j)U† =

= (UriU†)(UU†)−1[(Uδi jU†)(UU†)−1](Ur jU†) =

= r̂i×̂δ̂i j×̂r̂ j =

 r2
1

n2
1

+
r2

1

n2
1

+
r2

1

n2
1

 Î ,

(39)

where the exponential term of iso-unit (20) has been embed-
ded in the characteristic n-quantities, and one should note
the final multiplication by Î which is necessary for the iso-
invariant to be an iso-scalar, that is an element of R̂(n̂, Î).

The operator treatment of structure model (29) is done in
the Hilbert-Myung-Santilli isospace [90] over the iso-field of
iso-complex iso-numbers Ĉ [89] with iso-states

|ψ̂(r̂)⟩ = U(|ψ(r)⟩)U† , (40)

iso-normalization

⟨ψ̂(r̂)|×̂|ψ̂(r̂)⟩ = ⟨ψ̂(r̂)| × T̂ × |ψ̂(r̂)⟩ = T̂ , (41)

and iso-expectation values of an iso-operator

⟨̂Â⟩̂ = ⟨ψ̂(r̂)|×̂Â×̂|ψ̂(r̂)⟩ =

= ⟨ψ̂(r̂)| × T̂ × Â × T̂ × |ψ̂(r̂)⟩ .
(42)

The reader should note that iso-normalization (41) is char-
acterized by the isotopic element T̂ (rather than the iso-unit
Î) for consistency because T̂ can be a constant as a particular
case, but also because from normalization (31), we expect

[|ψ̂(r̂)⟩]†|ψ̂(r̂)⟩ = ⟨ψ̂(r̂)| × |ψ̂(r̂)⟩ = I . (43)

Iso-Schrödinger iso-representation (see Chapter 5, p.
182 of [42] for a detailed treatment). It should be indicated
that despite considerable efforts reviewed earlier, by the early
1990’s the hadronic form of the Schrödinger equation was
still unknown due to the inapplicability of the Newton-Leib-
nitz differential calculus in general and in particular, the in-
applicability for hadronic mechanics of the conventional form
(33) of the quantum mechanical linear momentum, with en-
suing inability to compute the iso-Hamiltonian.

The axiomatic origin of this impasse was the incompati-
bility between the sole applicability of the differential calcu-
lus to isolated points r compared to isotopic methods which
are entirely devoted to the representation of volumes via iso-
unit Î = Î(r, ...), Eq. (20), iso-coordinates r̂ = rÎ(r, ...) and
iso-functions f̂ (r̂) = [ f (rÎ)]Î.

This impasse left R. M. Santilli with no other option than
that of generalizing the Newton-Leibnitz differential calcu-
lus from its sole applicability to isolated points r to volumes
r̂. This generalization was first achieved in the 1994 paper
submitted for the 1996 memoir [50] (see the 1995 general
study [41, 42] and systematic independent works from 2014
on [33, 34]) via the introduction of the infinite class of iso-
differentials of an iso-coordinate {d̂r̂} on Ê(r̂, δ̂, Î) on R̂ solely
restricted to admit the conventional differential dr for the par-
ticular case Î = 1

{d̂r̂}Î=1 = dr , (44)

with selected solution (Eq. (1.27), p. 20 of [50])

d̂r̂ = T̂ d[rÎ(r, ...)] = dr + rT̂dÎ(r, ...) , (45)
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consequential iso-derivative

∂̂ f̂ (r̂)

∂̂r̂
= Î ×

∂ f̂ (r̂)
∂r̂

, (46)

and finally, the needed expression for the iso-linear iso-mo-
mentum of hadronic mechanics, first achieved in Sect. 2.5,
p. 52 of [50] and Eq. (3.1.10), p. 82 of [42]

p̂×̂|ψ̂(r̂)⟩ = −î×̂ℏ̂×̂∂̂r̂ |ψ̂(r̂)⟩ = −iÎ∂r̂ |ψ̂(r̂)⟩ . (47)

By using non-unitary transformations of the type

U
[
Σk=1,2,3

1
2m

pk pk −
e2

r

]
|ψ(r)⟩U† =

=

[
Σk=1,2,3

1
2m

(U pkU†)(UU†)−1(U pkU†)−

−(U
e2

r
U†)

]
(UU†)−1(U |ψ(r)⟩U† =

= U[E|ψ(r)⟩]U† = E[U |ψ(r)⟩U†] = E|ψ̂(r̂)⟩ ,

U
(

e2

r

)
U† =

e2

r
Î =

Î2e2

Îr
=

ê2̂

r̂
.

(48)

Schrödinger’s equation (34) for the Hydrogen atom on H
over C is mapped into the iso-Schrödinger equation for the
neutron on iso-space Ĥ over the iso-field Ĉ

Ĥ(r̂, p̂)×̂|ψ̂(r̂)⟩ =

=

Σk=1,2,3
ℏ2

2 m
p̂k×̂p̂k −

ê2̂

r̂

 ×̂|ψ̂(r̂)⟩ = En|ψ̂(r̂)⟩ ,
(49)

and the canonical commutation rules (36) are mapped into the
iso-canonical iso-commutation rules

[r̂i ,̂ p̂ j]×̂|ψ̂(r̂)⟩ == (r̂iT̂ p̂ j − p̂ jT̂ r̂i)T̂ |ψ̂(r̂)⟩ =

= −î×̂ℏ̂×̂δ̂i
j×̂|ψ̂(r̂)⟩ = −iℏδi

j|ψ̂(r̂)⟩ ,

[r̂i ,̂r̂ j]×̂|ψ̂(r̂)⟩ = [ p̂i ,̂ p̂ j]×̂|ψ̂(r̂)⟩ = 0 .

(50)

As one can see, (49) is formally equivalent to (34) and
therefore, it can be solved on the iso-space over the iso-field,
yielding the following value of the neutron binding energy
similar to that for the positronium [14]

En ≈ 7 eV , (51)

by therefore confirming the expectation, from the high cen-
tripetal force of the iso-electrons compressed inside the pro-
ton, that the neutron is a quasi-free hadronic bound state of
an (iso-)proton and an iso-electron.

To identify the impact of the non-Hamiltonian interac-
tions in the neutron structure model (29), it is necessary to
assume an explicit realization of the isotopic element and

iso-unit of (20). We here assume the original realization of
Sect. 5.1, p. 827 on of the 1978 memoir [20], merely reformu-
lated according to iso-mathematics and iso-mechanics with
the simplifying assumptions nµ,α = 1, µ = 1, 2, 3, 4, k = 1, 2,

Î = 1/T̂ = UU† = e+
Vh (r)
Vc (r) ≈ 1 +

Vh(r)
vc(r)

≫ 1 ,

T̂ = (UU†)−1 = e−
Vh (r)
Vc (r) ≈ 1 −

Vh(r)
vc(r)

≪ 1 ,
(52)

where Vh(r) is the Hulten potential first adopted in Eq. (5.1.6)
p. 833 of [20]

Vh(r) = K
e−br

1 − e−br , (53)

with
b = R−1 ≈ 10−13 cm , (54)

and Vc(r) is the conventional Coulomb potential

Vc(r) =
e2

r
. (55)

We consider now the projection of iso-equation (49) into
the conventional Euclidean and Hilbert spaces. By using iso-
topic element (52), the needed projection can be written[

Σ1,2,3
ℏ

2m
(−iÎ∂r)(−iÎ∂r) − (UVc(r)U†)

]
|ψ(r)⟩ =

= En|ψ(r)⟩ ,
(56)

where, in first approximation,

UVc(r)U† = Vc(r)Î ≈ Vc(r) + Vh(r) . (57)

But the Hulten potential behaves at very short distances
like the Coulomb potential (Eq. (5.1.5) p. 936 of [20]) by the-
refore absorbing the latter with a mere re-definition K′ of the
constant K. Consequently, (56) can be reduced in one space
dimension to[

1
2m

(−iÎ∂r)(−iÎ∂r) + K′
e−br

1 − e−br

]
|ψ(r)⟩ = E|ψ(r)⟩ , (58)

whose radial form[
1
r2

(
d
dr

r2 d
dr

)
+ m̄K′

e−br

1 − e−br

]
= 0 , (59)

has been studied in great details in Sect. 5.1, p. 827 on of the
1978 memoir [20], including its full analytic solution with
boundary conditions.

By adding the isotopy of the non-relativistic quantum me-
chanical mean life, yielding the expression (Eq. (5.1.13), p.
835 of [20])

τ−1 = 2πλ2|ψ̂(0)|2
α2Eϵ̂

ℏ
, (60)
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we reach the hadronic equations for the mass mean life and
charge radius of the neutron according to model (29) (Eq.
(5.1.14), p. 836 of [20])[

1
r2

(
d
dr

r2 d
dr

)
+ m̄

(
E + K′

e−br

1 − e−br

)]
|ψ(r) = 0 ,

Etot
n = Ep + Eϵ̄ − En − E = 939.565 MeV ,

τ−1 = 2πλ2|ψ̂(0)|2
α2Eϵ̂

ℏ
= 877 s ,

R = b−1 − 10−13 cm ,

(61)

where m̄ is the iso-renormalized reduced mass (Eq. (5.1.7),
p. 833 of [20]), and the last three equations are subsidiary
constraints on the first equation.

The analytic solution of the above equations was reduced
to the solution of the following two algebraic equations on the
parameters k1 and k2 (Eq. (5.1.32), p. 840 of [20])

Etot
n =

2ℏck1

b
[k1 − (k2 − 1)2] = 939.37 MeV ,

τ =
48 × (137)2

4πbc
k1

(k2 − 1)3 = 877 s ,
(62)

with numeric solutions (Eq. (2.20), p. 521 of [68])

k1 = 0.34, k2 = 1 + 0.81 × 10−8 . (63)

The energy spectrum results to be the typical finite spec-
trum of the Hulten potential (for k2 = 1)

E =
1

4R2m̄

(
1
n
− n

)2

, n = 1, 2, 3, ... (64)

whose sole consistent solution occurs for n = 1, as a result of
which the sole possible value for the binding energy E caused
by the Hulten potential is null

E =
1

4R2m̄

(
1
n
− n

)2

= 0, n = 1 , (65)

because, as expected, all the excited states of neutron struc-
ture (29) are the various states of the Hydrogen atom. Alter-
natively, the null value of the binding energy E is expected
from the fact that contact, zero-range interactions have no
potential energy by central assumption.

2.3.2 Representation of the neutron spin

The central assumption of hadronic model (29) requires that,
to avoid extreme resistive forces, the hadronic angular mo-
mentum of the iso-electron ϵ̂− be equal to the spin of the pro-
ton, thus having value L̂3,ϵ̂ = 1/2. The study of this assump-
tion was initiated in the 1984 papers on the isotopies of the
rotational symmetry [57, 58] and continued in the 1990 pa-
per [68] via the iso-trigonometric iso-functions (see p. 304 on

Fig. 4: In this figure, we illustrate some of the hadronic reactors
used for the synthesis of the neutron from Hydrogen (see [80] for a
complete presentation).

of [41]), under the use of the Lie-Santilli iso-algebra ŜO(3).
Regrettably, we cannot review these studies to avoid an ex-
cessive length.

We here present, apparently for the first time, the non-
relativistic representation of the hadronic angular momentum
L̂3 = 1/2 under the assumptions that the orbit of the extended
iso-electron within the dense proton is a perfect circle perpen-
dicular to the proton symmetry axis with radius R = 10−13 cm.
In fact, deviations from the above assumptions imply insta-
bilities generally preventing a representation of the signifi-
cant (for particle standards) neutron mean life of 887 s, un-
der which assumptions the acting iso-symmetry is the two-
dimensional Lie-Santilli iso-group ŜO(2) [57, 58] (see also
Sect. 6.4, p. 233 on of [42]).

Consider the conventional O(2) symmetry which is clas-
sically formulated on the two-dimensional Euclidean space
E(z, δ, I), and quantum mechanically treated on a Hilbert spa-
ce H over C. By continuing the construction of hadronic
models via a non-unitary transformation of quantum mod-
els of the preceding section, we map the entire classical and
quantum mechanical formulation of O(2) under the nonuni-
tary transformation

UU† = Î = 1/T̂ = Diag.(n2
1, n

2
2) =

= Diag.(b−2
1 , b−2

2 ) , bk = 1/nk > 0, k = 1, 2 ,
(66)

and represent the orthogonality condition via Bohm’s hidden
variable [91]

1
n1
=

1
n2
= b1 = b2 = λ > 0 . (67)
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Therefore, the iso-representation occurs in the two-dimensio-
nal iso-Euclidean iso-space Ê(r̂, δ̂, Î) over the isofield Ĉ with
iso-coordinates

r̂ = rÎ = {x, y}λ2I2×2 , (68)

iso-metric
δ̂ = T̂δ = λ2δ , (69)

iso-invariant
r̂2̂ = λ2r2 , (70)

and iso-trigonometric representation (Appendix 5C, p. 300 on
of [41])

x = rλ−1 cos ϕ̂, y = rλ−1 sin ϕ̂ ,

ϕ̂ = Tϕϕ = n1n2ϕ = λ
−2ϕ , T̂ϕ = b1−1b−2

2 = λ
−2 .

(71)

The iso-unitary and iso-irreducible iso-representations of
ŜO(2) is defined on the iso-space H [90] C with iso-states
|ψ̂(r̂)⟩, iso-normalization (41), iso-generator R̂(ϕ̂) and related
iso-eigenvalues

R̂(ϕ̂)×̂|ψ̂⟩ = êiMϕ̂×̂|ψ̂⟩ = (eiM̂ϕ̂)Îψ×̂|ψ̂⟩ = (eiλ2 Mϕ̂)|ψ̂⟩ ,

M̂ = b1b2M =
1

n1n2
M ,

λ2 = b1b2 =
1
n1

1
n2
,

(72)

(where ê is, this time, the iso-exponentiation in the ϕ-plane)
with Lie-Santilli iso-group laws

R̂(ϕ̂)×̂R̂(ϕ̂′)×̂|ψ̂⟩ = R̂(ϕ̂′)×̂R̂(ϕ̂)×̂|ψ̂⟩ = R̂(ϕ̂ + ϕ̂′)×̂|ψ̂⟩ ,

R̂(ϕ)×̂R̂(−ϕ̂)×̂|ψ̂⟩ = R̂(0)×̂|ψ̂⟩ = |ψ̂⟩ .
(73)

The iso-eigenvalue of the hadronic angular momentum L̂
is given by

L̂×̂|ψ̂⟩ = M̂|ψ̂⟩ = λ2M|ψ̂⟩ . (74)

But isotopies preserve original numeric values. Therefore,

M̂ = λ2M = 0, 1, 2, 3, ... . (75)

Consequently, the angular momentum measured by the ex-
perimentalist in our space is given by

M =
M̂
λ2 , (76)

and can represent the constrained angular momentum of the
electron inside the proton for the value

M =
M̂
λ2 =

1
2
, (77)

resulting in the numeric value of Bohm’s hidden variable,
here presented for the first time,

λ =
√

b1b2 =

√
1

n1n2
=
√

2 = 1.4142 , (78)

which should be compared with essentially the double value
of Bohm’s hidden variable for the representation of the Deute-
ron spin [7, 8].

The total spin of the neutron is then given by

S n = sp + sϵ̂ + Lϵ̂ =
1
2
−

1
2
+

1
2
. (79)

Hence, according to hadronic structure model (29), the
spin of the neutron coincides with the spin of the proton as
expected. Alternatively, we can say that the total angular
momentum of the iso-electron compressed inside the proton
is identically null, with intriguing applications, e.g. for the
exact representation of nuclear spins to be studied in a sepa-
rate work.

For brevity, we leave to the interested reader the repre-
sentation of the spin S = 1/2 of the iso-electron via the iso-
symmetry ˆS O(2), which can be derived from the above treat-
ment with the ŜO(2) symmetry.

The spin of the neutroid according to Fig. 2 is character-
ized by the following value for the hadronic angular momen-
tum of the iso-electron

M =
M̂
λ
= 0 , M̂ = 0 , λ > 0 . (80)

Consequently, the spin of the neutroid according to Fig. 2 is
predicted to be zero, by therefore explaining the reason for
their lack of detection via commercially available neutron de-
tectors.

2.3.3 Representation of the neutron magnetic moment

The anomalous magnetic moment of the neutron according
to model (29) has been first represented in the 1990 original
paper [68] via the following three contributions

µn = µp + µ
spin
ϵ̂ + µorb

ϵ̂ . (81)

The biggest difficulty for the above representation is that the
magnetic moment of the electron νspin

ϵ̂ , Eq. (5), is so big for
nuclear standard to prevent a quantum mechanical model of
the neutron synthesis as well as to prevent that electrons can
be members of nuclear structures (Section 1). These insuf-
ficiencies are here resolved, apparently for the first time via
the magnetic moment of the orbital motion of the iso-electron
µorb

ê which is opposite that of the iso-electron (Fig. 3) and its
value is predicted to be [68]

µorb
ϵ̂ = 1833.580 µN . (82)
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By recalling the known values of the magnetic moments
of the proton and the neutron [12] µp = 2.792 µN , µn =

−1.913 µN , we reach in this way the numerically exact and
time invariant representation of the anomalous magnetic mo-
ment of the neutron [68]

µn = µp + µ
spin
e + µorb

ê =

2.792 µN − 1838.285 µN + 1833.5801 µN = −1.913 µN

(83)

It should be noted that the assumption of the above orbital
contribution of the iso-electron not only allows a representa-
tion of the numeric value of the anomalous magnetic moment
of the neutron, but also of its negative value.

3 Relativistic representation of the neutron synthesis
from the Hydrogen atom

Recall that the relativistic treatment of the Hydrogen atom is
based on the rotational symmetry SO(3), the spin symmetry
SU(2), the Lorentz symmetry SO(3.1), the Poincaré symme-
try P(3.1) = SO(3.1) × T (3.1), the spinorial covering of the
Poincaré symmetry P(3.1) = SL(2,C) × T (3.1) and related
special relativity.

Immediately following the construction in 1983 of the
isotopies of the various branches of Lie’s theory (Sect. 5.2 on
p. 154 of [24]), Santilli constructed the isotopies of the above
symmetries and relativities on iso-spaces over iso-fields as a
condition to achieve a relativistic representation of the neu-
tron synthesis from the proton and electron, and prove its
compatibility with the non-relativistic treatment [57]–[67], in-
cluding:

1) The rotational iso-symmetry ŜO(3) [57]–[59].
2) The spin iso-symmetry ŜU(2) [60].
3) The Lorentz iso-symmetry ŜO(3.1) [61, 62].
4) The Poincaré iso-symmetry P̂(3.1) = ŜO(3.1)× T̂ (3.1)

[63, 64].
5) The spinorial covering of the Poincaré iso-symmetry

P̂(3.1) = ŜL(2̂, Ĉ) × T̂ (3.1) [66, 67].
The use of the above iso-symmetries then allowed Santilli

to construct the unique and unambiguous isotopies of special
relativity for the description of extended particles and elec-
tromagnetic waves propagating within a physical medium,
known under the name of special iso-relativity, or iso-relativi-
ty for short, which was first presented in the 1983 Nuovo Ci-
mento paper [61] for the classical part and in the adjoining pa-
per [62] for the operator counterpart, and subsequently treated
in the 1991 monographs [92, 93] with 1996 update [41]–[43]
and in 2021 overview [44] (see also the review in mono-
graph [25] from Santilli’s lecture notes at the ICTP, Trieste,
Italy, monographs [28, 32], and papers quoted therein).

Note that the above extended scientific journey was nec-
essary for the time invariant representation of the size and
density of extended particles without which experimental ver-
ifications cannot be consistently formulated.

Note also that iso-symmetries and iso-relativities coincide
at the abstract level with conventional symmetries and rela-
tivities. Therefore, the representation of the dynamics within
physical media solely occur in their projection on conven-
tional spaces over conventional fields.

Therefore, the same symmetries and relativities represent,
at the abstract level, both the Hydrogen atom and the neutron.
All differences between the two bound states of a proton and
an electron solely occur in their realizations.

3.1 The main open problem for particle fusions

As indicated in Sect. 5, p. 819 on of the 1978 Harvard Uni-
versity memoir [20], hadronic mechanics was proposed and
constructed not only for a more accurate representation of nu-
clear fusions, but also for the representation of particle fu-
sions (also called synthesis), beginning with the fusion of the
proton and the electron into the neutron. Additionally, the
1978 memoir [20] proposed isotopic methods for the repre-
sentation of the structure of unstable particles as hadronic
bound states of lighter particles and antiparticles generally
produced free in their spontaneous decays.

While the quantum mechanical point-like abstraction of
particles and nuclei has provided a first approximation of nu-
clear fusions, quantum mechanics is inapplicable for the rep-
resentation of particle fusions (Sect. 1.2) due to the mass ex-
cess/rest energy excess, namely, the mass of the synthesized
particle is bigger than the sum of the masses of the constitu-
ents as it is clearly the case for the neutron synthesis, (7) while
by comparison, nuclear fusions cause the well known mass
defect/energy defect.

Following the identification of the open problem of the
neutron synthesis, in Sect. 5.1, p. 827 on of [20], Santilli ach-
ieved the first known representation of all characteristics of
the π0 meson as the hadronic bound state (i.e. the fusion) of a
mutated electron, then called eleton ϵ− (more recently called
iso-electron) and a mutated positron ϵ+,

π0 = (ϵ−↑ , ϵ
+
↓ )hm . (84)

This proposal was based in the following experimental evi-
dence: 1) The extremely big Coulomb attraction (6) between
the ϵ− − ϵ+ constituents. 2) The spontaneous decay of the π0

into an electron and a positron

π0 → e− + e+ , 7.5 × 10−8 , (85)

via a process interpreted as a hadronic tunnel effect of the
constituents. 3) The π0 primary decay which is evidently due
to electron-positron annihilation

π0 → γ + γ , 98.5% , (86)

which decay allowed the first known identification of the me-
chanism triggering the spontaneous decay of the π0 and the
exact representation of its mean life τ = 0.828 × 10−16 s. The
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extension of the model to all remaining mesons was also pro-
posed in the same section 5.1 of [20].

Another important aim of Sect. 5.1 of [20] was to show
that quantum mechanics is completely inapplicable for any
structure model of the pi0 as a bound state of lighter con-
stituents due to the rest energy excess similar to that for the
neutron (7) which, for the case of model (84) is given by

π0 = (ê−↑ , ê
+
↓ )hm , ∆E = −133.954 MeV . (87)

In the author’s view, the indicated inapplicability of quantum
mechanics for the structure of particles, jointly with the un-
availability at the time of a suitable covering method, explains
(and justifies) the sole studies of particles in the 20th century
via classification methods, such as mass spectra that as such,
has never produced a structure equation for any particle.

In the subsequent Sect 5.2, p. 849 on of [20] (see also the
recent confirmations [48, 98, 99]), Santilli confirmed the re-
sults of Sect. 5.1 by reaching the first known representation
of all characteristics of the µ± leptons via the hadronic struc-
ture model (i.e. particle fusion)

µ±↑ = (ϵ−↑ , ϵ
±
↑ , ϵ

+
↓ )hm , (88)

on the experimental ground that the µ± leptons decay sponta-
neously into the indicated constituents via a hadronic tunnel
effect

µ± → e− + e± + e+ , 1.0 × 10−12 , (89)

while the electron-positron pair annihilation explains the
spontaneous character of the decay and its mean life, which
annihilation is experimentally confirmed by the muon decay

µ± → e± + 2γ , 7.2 × 10−11 . (90)

Santilli concluded Sect. 5.2, p. 849 on of [20] by indicating
the complete inapplicability of quantum mechanics for any
structure model of the leptons with lighter constituents due to
the rest energy excess

µ±↑ = (ϵ−,↑ ϵ±↑ , ϵ
+
↓ )hm → ∆E = −104.636 MeV . (91)

The extension of the model to the remaining (unstable) lep-
tons was also proposed in the same section 5.2 of [20].

The use of hadronic mechanics under the same principles
(the physical constituents of unstable particles are produced
free in the spontaneous decays) allowed similar structure mo-
dels of unstable baryons, such as the model for the Λ0 [48,
100]

Λ0
↑
= ( p̂+↑ , π̂

−)hm , (92)

(where the “hat” indicates isotopic mutation due to total mu-
tual immersion) based on the primary spontaneous decay

Λ0
↑
→ p+↑ + π

− , 20 − 30% , (93)

Fig. 5: In this picture, we illustrate the Directional Neutron Source
(DNS) produced and sold by Thunder Energies Corporation (now
Hadronic Technologies Corporation) generating a flux of thermal
neutrons in the desired direction and intensity. The DNS is sug-
gested for the detection of fissile material that may be hidden in
baggages, and other applications.

with rest energy excess

Λ0
↑
= ( p̂+↑ , π̂

−)hm ∆E = −37.812 MeV . (94)

The extension of the above hadronic structure model to the
remaining (unstable) baryons is left to the interested reader.

The compatibility of the above structure models of un-
stable particles with their known classification was shown to
be possible via the iso-units of the representations that turned
out to be different for different particles (see Fig. 4 for mesons
and Fig. 12 for baryons of [48]).

Evidently, the indicated excess energies are physically ac-
quired by the constituents. The open problem to be addressed
in this section is that we are currently unable to calculate the
kinetic energy of an extended particle moving within a dense
hadronic medium. Consequently, in this section we shall re-
view and upgrade the isotopic methods used for the geometric
representation of the excess energy for the neutron, in a form
extendable to all other particle fusions.

3.2 Iso-Minkowskian iso-spaces

As it is well known, the Minkowski space in 3+1-dimensions
provides a geometric representation of the homogeneity and
isotropy of empty space. By contrast, the primary function of
the Minkowski iso-space in 3+1-dimensions (first proposed in
the 1983 paper [61] and called Minkowski-Santilli iso-space)
is to provide a geometric representation of the inhomogeneity
and anisotropy of physical media.

Let M(x, η, I) be the conventional Minkowski space over
the reals R with space time coordinates, metric, unit and in-
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variant

x = {xµ} = {x1, x2, x3, x4 = ct, } ,

η = Diag.(1, 1, 1,−1), I = Diag.(1, 1, 1, 1) ,

µ, ν = 1, 2, 3, 4 ,

(95)

and invariant

x2 = xµηµ,νxν = x2
1 + x2

2 + x2
3 − t2c2 . (96)

Relativistic isotopic methods, including most importantly
the Lie-Santilli iso-theory [24] (see also independent studies
[25, 26] and review [47]), are uniquely and unambiguously
characterized by the conventional Minkowski space M(x, η, I)
and the infinite family of positive-definite isotopic elements
which, for the case of iso-relativities, are assumed to have the
simplified form of the general expression (20)

T = 1/Î = Diag.
 1

n2
1

,
1
n2

2

,
1
n2

3

,
1
n2

4

 =
= Diag.

(
b2

1, b
2
2, b

2
3, b

2
4

)
, nµ > 0, bµ > 0 ,

(97)

where we have indicated the characteristic quantities bµ =
1/nµ mostly used in the early literature in the field, and the
exponent of isotopic element (20) is embedded in the charac-
teristic quantities to be factored out whenever needed.

Relativistic methods are then formulated on the infinite
family of iso-Minkowski iso-spaces M̂(x̂, Ω̂, Î) over the iso-
real iso-field R̂ with iso-unit Î = 1/T̂ [89], iso-coordinates

x̂ = xÎ =
(

x1

n1
,

x2

n2
,

x3

n3
,

x4

n4
= t2 c

n4

)
, (98)

iso-metric
Ω̂ = η̂Î = (T̂η)Î , (99)

where one should note the final multiplication by Î as a nec-
essary consistency condition for the iso-metric to be an iso-
matrix (namely, a matrix whose elements are iso-numbers)
[41]), and iso-invariant

x̂2̂ = x̂µ×̂Ω̂µ,ν×̂xν = x̂2
1 + x̂2

2 + x̂2
3 − t2ĉ2 =

x̂µT̂ Ω̂µ,νT̂ x̂ν = xµη̂µ,νxν =

x2
1

n2
1

+
x2

2

n2
2

+
n2

3

n2
3

− t2 c2

n2
4

,

(100)

illustrating the identity at the abstract level between the Mink-
owski invariant (85) and its iso-Minkowskian image in the
first line of invariant (88), all differences occurring in the pro-
jection of the latter in the conventional Minkowski space.

It should be noted that, as it was the case for isotopic
element (20), the iso-metric has the Minkowskian topologi-
cal structure (+,+,+,−) but an unrestricted functional depen-
dence on local (space time) coordinates x, momenta p, ac-
celeration a, energy E, density d, pressure π, temperature τ,

wave function ψ, and any other needed local variable,

η̂µν = η̂µν(x, p, a, E, d, π, τ, ψ, ...) . (101)

Consequently, the iso-Minkowskian geometry with iso-in-
variant (89) (first introduced in the 1996 paper [50] on the iso-
differential calculus and treated in more details in the 1998
paper [67]) is the most general possible geometry with a sym-
metric invariant in (3 + 1)-dimensions, thus including in par-
ticular the Minkowskian, Riemannian, Fynslerian and other
geometries (see Sect. 3.8 for details).

3.3 The Fundamental theorem on iso-symmetries

The following theorem was first presented in the 1983 paper
[61] and upgraded in Section 4.6, page 169 on of [41] as well
as in other publications.
3.3.1. FUNDAMENTAl THEOREM ON ISO-SYMMETRIES:
Let G be an N-dimensional Lie symmetry of a K-dimensional
space S (x,m, F) with coordinates x and metric m over a nu-
meric field F,

G : x′ = a(w)x, y′ = a(w)y, x, y ∈ S , w ∈ F, (102)

leaving invariant the interval

(x′ − y′)†m(x′ − y′) ≡ (x − y)†m(x − y) (103)

with main property

(x′ − y′)†a†(ww)ma(ww)(x − y) ≡ (x − y)†m(x − y),

a†(w)ma(w) ≡ m, ∀x, y ∈ S .
(104)

Then, all infinitely possible iso-symmetries Ĝ on iso-spaces
Ŝ (x̂, M̂, F̂), where M̂ = m̂Î = (T̂ k

i mk j)Î over iso-fields F̂ with
iso-unit Î = 1/T̂

Ĝ : x̂′ = Â(ŵ)×̂x̂ = (âÎ)T̂ x̂ = âx̂,

ŷ′ = Â(ŵ)×̂ŷ = (âÎ)T̂ ŷ = âŷ, ∀x̂, ŷ ∈ Ŝ , ŵ ∈ F̂,
(105)

leave invariant the iso-interval

(x̂′ − ŷ′)†×̂Â†(ŵ)×̂M̂×̂Â(ŵ)×̂(x̂ − ŷ) ≡

≡ (x̂ − ŷ)†×̂M̂×̂(x̂ − ŷ),
(106)

with main property

Â†(ŵ)×̂M̂×̂Â(ŵ) ≡ M̂, ∀x̂, ŷ ∈ Ŝ , ŵ ∈ F̂, (107)

and all so-constructed iso-symmetries Ĝ are isomorphic to
the original symmetry G.

The verification of the above theorem by all space time
iso-symmetries [57]–[67] is an instructive exercise by the in-
terested reader. Note that all iso-symmetries are uniquely and
unambiguously characterized by the original symmetry and
the infinite class of possible isotopic elements T̂ > 0.

We finally note that the iso-exponentiation [41]

êXkwk = (eXk T̂wk )Î = Î(ewk T̂ Xk ) , (108)

allows the explicit construction of iso-transformations (105).
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Fig. 6: In the left view, we illustrate the new axial triplet coupling of a proton and a neutron that has achieved the first known representation
of the spin S D = 1 of the Deuteron in its true ground state, that with null orbital contributions (Insufficiency II of Sect. 1.2) [44, 102]. In
the right view, we illustrate the decoupling of the iso-electron from the neutron to achieve the first known representation of the stability of
the Deuteron despite the natural instability of the neutron (Insufficiency IV of Sect. 1.2). Note that said stability is possible if and only if
the proton and the electron are the actual physical constituents of the neutron.

Fig. 7: In thus figure, we illustrate the stimulated nuclear transmu-
tations (174) which are predicted to be triggered by irradiation with
resonating photons γr with energy Er = Eê = 1, 293 MeV [115]
which has been tentatively verified in [117]. In this figure, we repro-
duce the original drawing of paper [115] showing (from the left) a
beam of resonating photons irradiating a cylinder of Mo(100, 42, 0)
which emits electrons easily trapped by a metal casing with the
production of a clean DC electric current of nuclear origin, plus
clean heat triggered by said metal screen absopbing electrons with
0.782 MeV kinetic energy. In the right of this figure, we repro-
duce the original figure of paper [115] illustrating the simplicity as
well as the low cost of experimental verifications consisting of the
purchase of a small sample of the commercially available radioiso-
tope Europium-152 (emitting photons with Er) and of the pure iso-
tope Mo(100, 42, 0), which samples are placed next to each other.
In the event of confirmation of the emission of electrons from the
Mo(100, 42, 0) sample, or of traces of Ru(100, 44, 0) in the origi-
nally pure sample of Mo(100, 42, 0), the production of clean nuclear
energies via stimulated neutron decays would be confirmed.

3.4 Lorentz iso-symmetries

As it is well known, the Lorentz symmetry characterizes the
propagation of point-like particles and electromagnetic waves
in the homogeneous and isotropic vacuum represented by the
Minkowskian space. The six generators of the connected
component of the Lorentz algebra so(3.1) are given by the
(Hermitean) generators of rotations Jk, k = 1, 2, 3 and the
Lorentz boosts Mk on the Hilbert space H over the field of
complex numbers calC with commutation rules

[Ji, J j] = −ϵk
i, jJk ,

[Mi,M j] = c2ϵk
i jJk, [Ji,M j] = −ϵk

i jMk .
(109)

The exponentiation of the above commutation rules accord-
ing to Lie’s theorems yields the celebrated Lorentz transfor-
mations on the (3, 4)-Minkowski space M(x, η, I) according
to Theorem 3.2.1

x′3 = γ
(
x3 − vt

)
, x′4 = γ

(
t −

vx3

c2

)
, (110)

where

β =
v2

c2 , γ =
1

√
(1 − β2)

, (111)

whose historical role has been the invariance of the speed of
light c in vacuum expressed in line element (84).

The infinite family of Lorentz iso-symmetries ŜO(3.1),
first introduced in the 1983 Nuovo Cimento paper [61] fol-
lowing the preparatory papers on the rotational and spin iso-
symmetries [57]–[60] (whose knowledge is here assumed to
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prevent a prohibitive length), are defined on the Iso-Minkows-
ki iso-spaces M̂(x̂, Ω̂, Î).

The Lie-Santilli iso-algebra ŜO(3.1) is characterized by
six iso-generators defined on the Hilbert-Myung-Santilli iso-
space Ĥ [90] over the iso-complex iso-field Ĉ [89] (Eq. (54),
p. 44 of [58])

Ĵk = Jk Î , M̂k = Mk Î , (112)

(where Jk,Mk are the conventional 4-dimensional matrix gen-
erators of SO(3.1)) with explicit expressions (Eq. (10), p. 550
of [61])

Ĵ1 = n2n3J1, Ĵ2 = n1n3J2, Ĵ3 = n1n2J3 ,

M̂k = nk Mk ,
(113)

with iso-commutation rules

[Ĵi ,̂Ĵ j] = Ĵi×̂Ĵ j − Ĵ j×̂Ĵi = −ϵ
k
i j Ĵk ,

[M̂i ,̂M̂ j] = c2ϵk
i j Ĵk, [Ĵi ,̂M̂ j] = −ϵk

i jM̂k ,
(114)

with related Casimir iso-invariant (Eq. (13), p.551 of [61])

Ĉ1 = Ĵ2̂ −
1
c

M̂2̂ = −3Î ,

Ĉ2 = Ĵ×̂M̂ = ĴkT̂ kk M̂k = 0 .
(115)

The realization of the Lorentz-Santilli iso-group via iso-
exponents (108) (Eq. (11), p. 550 of [61]) yields the Lorentz-
Santilli iso-transformations in the (3, 4) plane (see [42] for the
general case) for motion of an extended particle with speed v
along the x3-axis under the initial assumption that its density
has unit value, n4 = 1 (Eq. (15), p. 551 of [61])

x′3 = γ̂(x3 − vt) ,

t′ = γ̂
t − vb2

3x3

c2

 = γ̂ t − vx3

n2
3c2

 , (116)

where

β̂ =
v2b2

3

c2 , γ̂ =
1

√
(1 − β̂2)

. (117)

By reinstating generic values of the density n4 , 1, and
by noting that

β̂
n3

n4
=
v3/n3

c/n4

n3

n4
=
v3

c
,

β̂
n4

n3
=
v3/n3

c/n4

n4

n3
=
v3

c
n2

4

n2
3

,

(118)

iso-transforms (116) acquire the symmetrized form [42, 44,
93]

x′1 = x1 , x′2 = x2 ,

x′3 = γ̂
(
x3 − β̂

n3

n4
x4

)
= γ̂

(
x3 − β̂

b4

b3
x4

)
,

x′4 = γ̂
(
x4 − β̂

n4

n3
x3

)
= γ̂

(
x4 − β̂

b3

b4
x3

)
,

(119)

where

β̂ =
v3

c
n4

n3
, γ̂ =

1√
1 − β̂2

, (120)

which achieved in 1983: 1) The invariance of the iso-Minko-
wskian line element (100). 2) The first known invariant de-
scription of extended, thus deformable particles or extended
wave packets with semi-axes n2

1, n
2
2, n

2
3 propagating within a

physical medium with density n4. 3) The first known invari-
ance of the local speed of light propagating within transpar-
ent physical media, called iso-light

C =
c
n4
⪋ c , (121)

which, as we shall see, is generally smaller than c (n4 > 1) for
media of low density (such as Earth’s atmosphere) and bigger
than c (n4 < 1) for media of high density (such as hadrons).

The following comments are in order:
3.4.1. On historical grounds, let us recall that Lorentz

first attempted the invariance of the local speed of light of
his times, C = c/n4, but had to restrict his study to the in-
variance of the constant speed c, due to unsolvable technical
difficulties caused by the fact that Lie’s theory is notoriously
a linear problem, while the invariance of local speeds (121)
is a highly non-linear problem. Hence, the Lie-Santilli iso-
theory was constructed with a non-linear structure precisely
for the solution of the historical Lorentz problem.

3.4.2. As it is well known, Albert Einstein justly received
the 1921 Nobel Prize in Physics for the quantized absorp-
tion, and not for the quantized propagation of light. For the
evident intent of preserving special relativity, light propagat-
ing within physical media is generally reduced to photons
scattering among the molecules of the medium, thus trav-
eling in vacuum with speed c rather than the Lorentz speed
C = c/n4. While the quantized absorption of light is a his-
torical reality, the quantized propagation of light reduced to
photons is disproved by experimental evidence, e.g. because
it has to occur for all visible frequencies, thus including the
reduction to photons of infrared light (see Inconsistencies 1
to 7 in Sect. 8.4.4, p. 134 of [44]). As one can see, the only
way known to this author to resolve these inconsistencies is
that visible light propagating within transparent physical me-
dia is a “wave” with local speed (121), as well known since
Lorentz’s time.

3.4.3. It was generally believed in the 20th century that
the Lorentz symmetry is broken for locally varying speed
of light within physical media. In reality, the axioms of the
Lorentz symmetry are fully preserved under isotopies in view
of the evident isomorphism SO(3.1) ≈ ŜO(3.1).

3.4.4. It was also believed in the 20th century that the ax-
ioms of the Lorentz symmetry do not allow speeds bigger than
c, with ensuing academic opposition for the initiation stud-
ies on interstellar travel, and other problems implying speeds
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C > c. In 1982, Santilli [95] pointed out that strong interac-
tions may accelerate particles faster than the speed of light
in vacuum under the admission that strong interactions have a
contact non-potential component between the extended pro-
tons and neutrons. In fact, the acceleration of point-particles
via potential energy up to c notoriously requires infinite en-
ergy. By contrast, non-potential interactions can accelerate
particles without any use of potential energy and, in any case,
special relativity is inapplicable under non-potential interac-
tions.

3.4.5. In 1997, Santilli [96] (see the 2016 update [97])
showed that the following simple transformation of the Min-
kowski coordinates

xµ → x̃µ =
xµ

nµ
, (122)

maps the conventional Minkowski invariant (96) with maxi-
mal speed c into iso-invariant (100) for which the local speed
of light (121) is arbitrary.

To conclude, in view of the isomorphism ŜO(3.1) ≈ SO
(3.1), we can state that the abstract axioms of the Lorentz
symmetry do indeed predict arbitrary speeds of light.

3.5 Poincaré iso-symmetries

Consider the conventional Poincaré symmetry on the Minko-
wskian space M(x, η, I) over a field F, as the semi-direct pro-
duct of the Lorentz symmetry SO(3.1) and the translations in
space time T (3.1),

P(3.1) = SO(3.1) × T (3.1) , (123)

with generators

Jµν = {Jk,Mk}, Pµ µ, ν = 1, 2, 3, 4, k − 1, 2, 3 , (124)

commutation rules[
Jµν, Jαβ

]
= i(ηναJβµ − ηµαJβν − ηνβJαµ + ηµβJαν) ,[

Jµν, Pα

]
= i(ηµαPν − ηναPµ),

[
Pµ, Pν

]
= 0 ,

(125)

and Casimir invariants

C1 = I ,

C2 = P2 = PµPµ, (ηµνPµPν) ,

C3 = W2 = WµWµ, Wµ = ϵµαβρJαβPρ .

(126)

The infinite family of Poincaré iso-symmetries, first pre-
sented by Santilli in 1993 at the Department of Physics of
Moscow State University [63, 64], also called the Poincaré-
Santilli iso-symmetries

P̂(3.1) = ŜO(3.1)×̂T̂ (3.1) , (127)

is defined on iso-Minkowski iso-spaces M̂(x̂, Ω̂, Î) (where Ω̂-
= η̂Î) over iso-real iso-field R̂ with iso-generators from defi-
nition (110)

{Ĵµν} = {Ĵk, M̂k} , P̂µ , (128)

and iso-commutation rules [63, 64][
Ĵµν ,̂Ĵαβ

]
== i(η̂να Ĵβµ − η̂µα Ĵβν − η̂νβ Ĵαµ + η̂µβ Ĵαν) ,[

Ĵµν ,̂P̂α

]
= i(η̂µαP̂ν − η̂ναP̂µ) ,[

P̂µ̂̂,P̂ν

]
= 0 ,

(129)

where one should note the appearance of the structure func-
tions with the functional dependence (98), i.e. η̂(x, p, a, E,-
d, π, τ, ψ, ....), rather than the traditional structure constants.
Consequently, the Poincaré-Santilli iso-symmetry is irregu-
lar, namely, it cannot be obtained from the original symme-
try via non-unitary transforms, as it is the case for regular
Lie-Santilli iso-algebra [101].

The use of iso-commutation rules (128) yields the Casim-
ir-iso-invariants [63, 64]

Ĉ1 = Î > 0 ,

Ĉ2 = P̂2̂ = P̂µ×̂P̂µ = (η̂µνPµPν)Î =

=

 ∑
k=1,2,3

1
n2

k

P̂2
k −

c2

n2
4

P̂2
4

 Î ,

Ĉ3 = Ŵ 2̂ = Ŵµ×̂Ŵµ, Ŵ = WÎ ,

Ŵµ = ϵ̂µαβρ×̂Jαβ×̂P̂ρ ,

(130)

and they are at the foundation of classical and operator rel-
ativistic iso-mechanics with deep implications for structure
models of particles, nuclei and stars.

Note that all possible Poincaré-Santilli iso-symmetries
are isomorphic to the conventional Poincaré symmetry. How-
ever, the conventional Poincaré symmetry is linear in view of
the commutativity of the linear momenta [Pµ, Pν] = 0, while
the Poincaré-Santilli iso-symmetry is iso-linear because the
property [P̂µ ,̂P̂ν] = 0 holds on iso-spaces over iso-fields, but
its projection into conventional spaces over conventional
fields is not, in null, [P̂µ, P̂ν] , 0, with ensuing non-linearity
of the theory. Consequently, the iso-translations T̂ (3.1) are
generally nonlinear.

3.6 Dirac iso-equations

As it is well known, the Dirac equation achieved a justly his-
torical role for the relativistic representation of the electron
of the Hydrogen atom under the external field of the proton.
The infinite family of Dirac iso-equations, first introduced
in the 1995 papers [65, 66] and called the Dirac-Santilli iso-
equations have been constructed for the relativistic represen-
tation of the iso-electron of the neutron while considering the
proton as external.
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The Dirac equation is generally obtained via the lineariza-
tion of the second order Casimir invariant of the Poincaré
symmetry (125). The Dirac-Santilli iso-equations are then
best obtained via the linearization of the second order iso-
Casimir invariant (130).

The carrier iso-spaces of the Dirac-Santilli iso-equations
are given by the iso-product of the real-valued, orbital (or)
iso-Minkowskian iso-spaces and of the complex-valued, spin
(sp) iso-Euclidean iso-space

M̂tot = M̂(x̂, Ω̂or, Îor)×̂Ê(ẑ, ∆̂sp, Î sp) , (131)

with orbital specifications

x̂ = xÎor, Ω̂or = η̂or Îor = (T̂ orη)Îor ,

Îor = Diag.(n2
1, n

2
2, n

2
3, n

2
4) = 1/T̂ or > 0 ,

x̂2̂ = x̂µ×̂or
Ω̂or
µν×̂

or x̂ν =
 x2

1

n2
1

+
x2

2

n2
2

+
x2

3

n2
3

−
x2

4

n2
4

or

,

(132)

and spin specifications

ẑ = (z1, z2)Î sp, ∆̂sp = δ̂sp Î sp = (T̂ spδ)Î sp ,

Î sp = Diag.(λ−1, λ) = 1/T̂ sp > 0, Det.Î sp = 1 ,

ẑ2̂ = ẑi×̂
sp
∆̂

sp
i j ×̂

spẑ j = (λz2
1 + λ

−1z2
2)sp ,

(133)

where λ is Bohm’s “hidden variable” [91].
Let us recall the explicit form of the iso-linear four-mom-

entum on a Hilbert-Myung-Santilli isospace Ĥ over an iso-
complex iso-field Ĉ

p̂µ×̂
or
|b̂⟩ = −îor×̂

or∂̂or
µ |b̂⟩ = −iÎor∂µ|b̂⟩ . (134)

By using the iso-mass of iso-particles and the iso-speed
of iso-light

m̂ = mÎtot, Ĉ = CÎtot =
c
n4

Îtot , (135)

we have the iso-linearization of the second order iso-Casimir
invariant (130) acting on an iso-basis |b̂⟩ (see Eq. (6.1), page
189, [66])

(Ω̂µν×̂totP̂µ×̂
totP̂ν − m̂2̂×̂

totĈ2̂)×̂tot
|b̂⟩ =

= (Ω̂µν×̂tot
Γ̂µ×̂

totP̂ν + itot×̂
totm̂×̂Ĉ)×̂tot

×̂
tot(Ω̂µν×̂tot

Γ̂µ×̂
totP̂ν − itot×̂

totm̂×̂Ĉ)×̂tot
|b̂⟩) ,

(136)

which holds if and only if the following conditions are veri-
fied

Γ̂µ = γ̂µ Îor ,

{γ̂µ, γ̂ν}
or = γ̂µ×̂

orγ̂ν + γ̂ν×̂
orγ̂µ = 2η̂µν ,

(137)

with realization given by the Dirac-Santilli iso-gamma matri-
ces

γ̂k =
1
nk

(
0 σ̂k

−σ̂k 0

)
,

γ̂4 =
i

n4

(
I2×2 0

0 −I2×2

)
,

(138)

where σ̂k are the Pauli-Santilli iso-matrices first proposed in
Eq. (6.8.20), p. 248, [42]

σ̂1 =

(
0 λ
λ−1 0

)
, σ̂2 =

(
0 −iλ

iλ−1 0

)
,

σ̂3 =

(
λ−1 0
0 −λ

)
,

(139)

with Lie-Santilli iso-commutation rules

[σ̂i ,̂σ̂ j] = σ̂i×̂σ̂ j − σ̂ j×̂σ̂i =

= σ̂iT̂ σ̂ j − σ̂ jT̂ σ̂i = i2ϵi jkσ̂k ,
(140)

with iso-eigenvalues on Ĥ over Ĉ

Ŝ k =
1̂
2
×̂σ̂k =

1
2
σ̂k ,

σ̂3×̂|b̂⟩ = σ̂3T̂ |b̂ >= ±|b̂⟩ ,

σ̂2̂×̂|b̂⟩ = (σ̂1T̂ σ̂1 + σ̂2T̂ σ̂2 + σ̂3T̂ σ̂3)T̂ |b̂⟩ = 3|b̂⟩ ,

(141)

clearly showing the representation of the spin 1/2 of the con-
sidered iso-particle.

The Dirac-Santilli iso-equations can then be written

(Ω̂µν×̂or
Γ̂µ×̂

orP̂ν + î×̂orm̂×̂Ĉ)×̂or
|b̂⟩ =

= (η̂µνγ̂µ×̂
orP̂ν + îm̂×̂Ĉ)×̂or

|b̂⟩ = 0 ,
(142)

which will be used in Sect. 3.9 for the relativistic representa-
tion of the neutron structure.

To avoid insidious, because unfounded inconsistencies in
applications, the reader should keep in mind that the iso-
metric Ωµν for iso-momenta is the contra-variant version of
the iso-metric Ωµν for iso-coordinates.

3.7 Iso-spinorial Poincaré iso-symmetries

In view of the spin 1/2 of the electron, the space time sym-
metry for the relativistic treatment of the Hydrogen atom is
given by the spinorial covering of the Poincaré symmetry

P(3.1) = SL(∈.C) × T (∋.∞) , (143)

with realization of the generators in terms of the Dirac gamma
matrices

SL(2.C) : S k =
1
2
γk × Γ4, Rk =

1
2
ϵk

i γi × γ j ,

T (3.1) : Pµ ,

(144)
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which verify commutation rules (136).
Similarly, the iso-spinorial coverings of the Poincaré iso-

symmetries, first presented in the 1995 paper [66] is given by

P̂(3.1) = ŜL(2̂.Ĉ)×̂T̂ (3.1) , (145)

and admits the realization of the iso-generators in terms of the
Dirac-Santilli iso-gamma iso-matrices Γ̂µ = γ̂Îor

ŜL(2̂.Ĉ) : Ŝk =
1
2
Γ̂k×̂Γ̂4, R̂k =

1
2
ϵi jkΓ̂i×̂Γ̂ j ,

T̂ (3.1) : P̂µ ,

(146)

which verify iso-commutation rules (128).
We also have the rotational iso-sub-symmetries

Ô(3) : Lk = ϵ
i
k jr j p j, [Li,L j] = ϵk

i jn
2
k Lk , (147)

with iso-eigenvalues

L̂2̂×̂|b̂⟩ == (L̂1×̂L̂1 + L̂2×̂L̂2 + L̂3×̂L̂3)×̂|b̂⟩ =

= (n2
1n2

2 + n2
2n2

3 + n2
3n2

1)|b̂⟩ ,

L̂3×̂|b̂⟩ = n1n2|b̂⟩ ,

(148)

and the spinorial iso-sub-symmetries

ˆS U(2) : Ŝ k =
1
2
ϵ

i j
k γ̂i×̂γ̂ j ,

[Ŝ i,Ŝ j] =
1
nk

Ŝ k (no sum) ,
(149)

with iso-eigenvalues

Ŝ 2̂ = (Ŝ 1×̂Ŝ 1 + Ŝ 2̂̂ × Ŝ 2 + Ŝ 3×̂Ŝ 3)×̂|b̂⟩ =

=
1
4

 1
n2

1n2
2

+
1

n2
2n2

3

+
1

n2
3n2

1

 |b̂⟩
Ŝ 3×̂|b̂⟩ =

1
2

1
n1n2
||b̂⟩ ,

(150)

that will be used in Sect. 3.9 for the identification of the main
characteristics of the iso-electron in the neutron structure.

3.8 Special iso-relativities

Special Relativity (SR) has achieved a justly historical role
for the characterization of time reversal invariant, thus sta-
ble systems of point-like particles and electromagnetic waves
propagating in the homogeneous and isotropic vacuum, whe-
re the restriction to time reversal invariance follows from the
dependence of Minkowski’s invariant (96) on t2.

SR is only approximately valid for the characterization
of time reversal invariant, thus stable systems of extended
particles (such as the proton in a nucleus) because extended

particles imply features outside the representational capabili-
ties of the mathematics underlying SR, such as the existence
of contact, thus zero-range interactions without potential, the
mass/energy excess of particle fusions (Sect. 3.1), the gener-
ally inhomogeneous and anisotropic character of the medium,
and other problems.

In the author’s view, SR is inapplicable (rather than vi-
olated) for an axiomatically consistent representation of ir-
reversible processes, such as nuclear fusions for various ax-
iomatic and physical reasons, including the possible violation
of causality (e.g. the admission of solutions in which the ef-
fect precedes the cause) [102].

Special isotopic (i.e. axiom-preserving) relativity, or Spe-
cial Iso-Relativity (SIR) for short, has been introduced by
R. M. Santilli in the 1983 Nuovo Cimento papers [61, 62]
for their classical and operator formulations, respectively, and
then studied in various works [92]–[97] (see also reviews [25,
28,32]) for the characterization of time reversal invariant sys-
tems of extended, thus deformable and dense particles under
conditions of mutual penetration, as occurring in stable nu-
clei, under the most general known, linear, local and poten-
tial interactions represented by a Hamiltonian H and the most
general possible non-linear, non-local and non-potential in-
teractions represented by the isotopic element T̂ of (20). In
this paper, we use SIR with constant n-characteristic quanti-
ties for the representation of the neutron synthesis even
though the neutron is unstable (when isolated), yet it decays
into the original constituents (27), as a result of which the
neutron synthesis can be assumed to be reversible over time.

The formulation of SIR used in this paper is not recom-
mended for the treatment of nuclear fusions (because of the
possible violation of causality indicated earlier) in favor of
the Lie-admissible relativity studied in [24, 42] with an irre-
versible axiomatic structure [103, 104].

The correct classical formulation of SIR should be done
on iso-Minkowskian iso-spaces M̂(x̂, Ω̂, Î) over iso-fields R̂,
while the operator formulation should be done on Hilbert-
Myung-Santilli iso-spaces Ĥ over iso-complex iso-fields Ĉ.
At the abstract level, SR and SIR coincide by conception
and construction. Therefore, by continuing to follow [66] we
present below the projection of SIR iso-axioms in the con-
ventional Minkowski space M(x, η, I) over the field R. Said
iso-axioms are then uniquely and unambiguously character-
ized by the iso-symmetries reviewed in preceding sections,
and are expressed below for the k-direction, e.g. that of the
third space component,
ISO-AXIOM I: The speed of light within (transparent) physi-
cal media is given by the locally varying speed:

C =
c
n4
⋚ c . (151)

ISO-AXIOM II: The maximal causal speed within physical
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media is given by:

Vmax,K = c
nk

n4
. (152)

ISO-AXIOM III: The addition of speeds within physical me-
dia follows the isotopic law:

Vtot =

v1.k
nk
+

v2.k
nk

1 + v1v2
c2

n2
4

n2
k

. (153)

ISO-AXIOM IV: The iso-dilation of time, the iso-contraction
of lengths, the iso-variation of mass with speed and the mass-
energy iso-equivalence (iso-renormalization) within physical
media follow the isotopic laws:

t′k = γ̂k t , (154)

ℓ′k = γ̂
−1
k ℓ , (155)

m′k = γ̂k m , (156)

Êk = m V2
max,k = mkc2 n2

k

n2
4

. (157)

ISO-AXIOM V: The frequency shift within physical media fol-
lows the isotopic law (for null aberration)

ωexp =
ωsou

γ̂ [1 − β̂ iso cos(α̂)]
. (158)

To avoid a prohibitive length, in regard to the experimen-
tal verifications of Iso-Axioms I–V in classical physics, parti-
cle physics, nuclear physics, astrophysics and other fields, we
suggest the interested reader to inspect the 1995 [43] and the
2021 upgrade [44].

The following comments are now in order:
3.8.1. Note that the maximal causal speed in SIR is no

longer given by the speed of light, and it is given instead by
value (152), because physical media are generally opaque to
light, thus requiring the broader geometric notion vmax,k deriv-
able from the expression in (3, 4)-space coordinates

dx2
k

n2
k

− dt2 c2

n2
4

= 0 . (159)

3.8.2. By recalling that we are dealing with inhomoge-
neous and anisotropic physical media, the reader should be
aware that the numeric values of Iso-Axioms (151)–(158) ge-
nerally vary with the variation of the k-direction.

3.8.3. The sole known geometric representation of the
excess mass/excess rest energy of the neutron synthesis, as
well as of particle fusions at large (Sect. 3.1), will be done in
the next section with Iso-Axiom (157).

3.8.4. When the isotopic element T̂ , and therefore, the n-
characteristic quantities, solely depend on space time coordi-
nates T̂ = T̂ (x), nµ = nµ(x), iso-Minkowskian intervals (00)

coincide with Riemannian intervals [67], and characterize the
Exterior General Iso-Relativity (EGIR) for the formulation
of Einstein’s field equations under the universal Poincaré-
Santilli iso-symmetry P̂(3.1) [64] (rather than the known co-
variance), including the representation of the Schwartzschild
metric with the isotopic element (for brevity, see Sect. 8.5, p.
155 on of [44])

T̂kk =
δkk(

1 − 2M
r

) , T̂44 = 1 −
2M

r
, (160)

with the apparent resolution of the century-old problematic
aspects of general relativity [105].

3.8.5. When the isotopic element T̂ has the general func-
tional dependence (101), Iso-Axioms I-V characterize the In-
terior General Iso-Relativity (IGIR) which is intended to stu-
dy the origin (rather than the sole description) of the gravi-
tational field, that expectedly occurs in the nuclear structure
(see Santilli’s paper [106] from his stay at MIT in 1974–
1977), thus including the structure of the neutron (see Sect.
8.6, p. 161 of [44]).

3.9 Relativistic representation of the neutron synthesis

Recall that, under the invariance of the spinorial covering of
the Poincaré symmetry P(3.1) = SL(2.C) × T (3.1) (which
is needed for the spin S = 1/2 of the electron), the Dirac
equation has provided an exact and time invariant relativis-
tic representation of the point-like electron under the external
field of the proton in the structure of the Hydrogen atom.

The Dirac-Santilli iso-equation (142) has been construct-
ed to attempt the exact and time invariant representation of
the extended wave packet of the iso-electron within the ex-
tended proton in the structure of the neutron according to
Fig. 3, thus requiring its characterization via the isotopies of
the spinorial covering of the Poincaré symmetry P̂(3.1) =
ŜL(2.Ĉ)×̂T̂ (3.1), first introduced in the 1995 paper [66] joint-
ly with the Dirac-Santilli iso-equation and the first relativistic
representation of the neutron synthesis.

For consistency, the neutron structure model (29) requires
that the hadronic angular momentum of the iso-electron L̂3 be
equal to the proton spin Ŝ 3, thus requiring that

L̂3 = Ŝ 3 , L̂2̂ = Ŝ 2̂ . (161)

From (148) and (150) of the iso-spinorial iso-symmetry
P̂(3.1), we therefore obtain the following two conditions on
the characteristic quantities for the basic isotopic element (97)
expressed in the symbols bµ = 1/nµ of [66]

b−1
1 b−1

2 =
1
2

b1b2 ,

b−2
1 b−2

2 + b−2
2 b−2

3 + b−2
3 b−2

1 =

1
4

(
b2

1b−2
2 + b2

2b−2
3 + b2

3b−2
1

)
,

(162)
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with numeric value confirming the expected spheroidal shape
of the neutron (Eqs. (7.2), (7.3), p. 192 of [66])

b2
1 = b2

2 =
1
n2

1

=
1
n2

2

=
√

2 = 1.415 ,

b1 = b2 =
1
n1
=

1
n2
= 1.189 .

(163)

Consequently, the above relativistic representation is in
remarkable axiomatic and numerical agreement with the cor-
responding non-relativistic value (Sect. 2.3.2) via Bohm’s
hidden variable (78),

λ =
√

b1b2 = b =

√
1
n1

1
n2
=

1
n

√
2 = 1.189 , (164)

by therefore establishing the compatibility between the non-
relativistic and the relativistic structure models (29) of the
neutron.

The value of the third semi-axis 1/b2
3 = n2

3 of the iso-
electron can be found by assuming the preservation of the
volume V of the original sphere with semi-axes n2

k = 1, k =
1, 2, 3 plus values (162) for the first two semi-axes

V =
4
3
π(n2

1)2n2
3 = 4.192(

1
1.415

)2n2
3 = 4.19 ,

n2
3 =

4.19
2.087

= 2.007 ,
(165)

resulting in the values

n2
1 = n2

2 = 0.707 , n2
3 = 2.007 , (166)

suggesting that the spheroidal shape of the iso-electron is pro-
late (because n2

3 > n2
1 = n2

2).
The representation of the excess energy ∆E = 0.782 MeV

in the neutron synthesis from the proton and the electron (7),
is done via Iso-Axiom (157), requiring a numeric value of
n2

4 = 1/b2
4 which in this case, represents the density of the

proton, since the charge of the iso-electron has no dimension.
From Iso-Axiom (157) we obtain the iso-renormalized

rest energy of the neutron

Ẽn = meC2 =

= mec2 b2
3

b2
4

= mec2 n2
3

n2
4

= 939.565 MeV ,
(167)

from which
b2

4

b2
3

=
n2

3

n2
4

=
1.293
0.511

= 2.530 . (168)

From values (166) we then obtain the numeric value of the
density n2

4 which is needed for the iso-renormalization of the
mass/rest energy of the iso-electron here presented apparently
for the first time

n2
4 =

1
b2

4

=
n2

3

2.530
= 0.793 , n4 =

1
b4
= 0.891 , (169)

which is compatible with the density n2
4 =

1
b2

4
= 0.429 of

the fireball of the proton-antiproton annihilation of the Bose-
Einstein correlation [107,108], see Eq. (10.27), p.127 of [107]
(see also [108]).

Intriguingly, taken in prima facie, the above data sug-
gest that the proton is about 50% denser than the proton-
antiproton fireball of the Bose-Einstein correlation.

4 Applications of the neutron synthesis

In this section, we briefly indicate some of the applications
of the synthesis/fusion of the proton and the electron into the
neutron with related references.

4.1 Detection of smuggled fissile material

Recall that fissile material, such as Uranium-233, Uranium-
235 and Plutonium-239, are metals that, as such, cannot be
distinguished from ordinary metals via all scanning equip-
ment currently available at airports and ports. Thanks to the
studies reported in this paper, the U.S. publicly traded com-
pany Thunder Energies Corporation, (now the private Hadro-
nic Technologies Co) did develop, produce and sell a scan-
ner permitting a clear detection of fissile material via the ir-
radiation of baggages with the Directional Neutron Source
(DNS) of Fig. 5 which produces on demand from a commer-
cially available Hydrogen gas a beam of thermal neutrons
(E < 100 eV) in the desired direction and intensity, resulting
in a shower of easily detectable radiation from the disintegra-
tion of a few fissile nuclei [68]–[80].

It should be noted that various neutron sources are com-
mercially available but they all produce high energy neutrons
that, as such, are not recommendable for use in public places
because of the risk of triggering a chain reaction which is ab-
sent for irradiation of fissile material with a controlled small
beam of thermal neutrons.

4.2 Representation of nuclear stability

It appears that hadronic mechanics has permitted a quanti-
tative solution of the problem of nuclear instability despite
the neutron natural instability (Insufficiency IV of Sect. 1.2)
via the decoupling of the permanently stable electron from
the neutron when members of a nuclear structure (Fig. 6),
which was first presented in Appendix C.1 and Fig. 13, p. 152
of [102]. Note that the indicated decoupling introduces a new,
very strong, Coulomb attraction in the Deuteron structure be-
tween the iso-electron and the proton pair. Note also that the
indicated nuclear stability is possible if and only if the proton
and the electron are the actual physical constituents of the
neutron.

The resolution of Insufficiency V of Sect. 1.2 (on the nu-
clear stability despite the very big, repulsive, protonic, Coulo-
mb force) requires separate future studies on the structure of
the elementary iso-charge.
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4.3 Representation of the gravitational stability of the
Sun

The Sun releases into light the energy of [109]

∆ES un
out = 2.3 × 1038 MeV/s, (170)

which corresponds to about 4.3 × 106 t/s. Since, in a Grego-
rian year, there are 107 seconds, the loss of mass by the Sun
per year ∆MS un

year due to light emission is given by

∆MS un
year = 1023 metric tons per year. (171)

The above loss of mass by the Sun is of such a magni-
tude to cause a change of planetary orbits that should be de-
tectable by contemporary, sufficiently sensitive instruments in
astrophysical laboratories contrary to centuries of measure-
ments on the stability of planetary orbits, i.e. the stability of
the Sun’s gravitational field.

For these and other reasons, Santilli [110] proposed in
2007 the hypothesis that the missing energy in the neutron
synthesis is provided by the ether conceived as a universal
substratum with extremely big energy density, and that the
energy of 0.782 MeV is transferred from the ether to the neu-
tron by a massless, chargeless and spinless longitudinal im-
pulse called etherino (denoted with the letter a from the Latin
aether) in the left hand side of the neutron synthesis

ê− + a + p̂+ → n . (172)

In fact, a medium size star such as our Sun synthesizes
about 1040 neutrinos per second [13], that requires the total
energy of about

∆E star
n = 7.8 × 1039 MeV per second. (173)

The etherino hypothesis [110] was formulated on grounds
that the energy needed for the neutron synthesis by the Sun
(173), is essentially equal to the Sun’s loss of energy into
light (170). Consequently, the assumption that the missing
energy for the neutron synthesis is provided by the ether as a
universal substratum permits a quantitative representation of
the stability of the Sun’s gravitational field.

In any case, the missing energy of 0.782 MeV cannot be
provided by the relative kinetic energy bytween the proton
and the electron, because at that value, the e− p cross section
is essentially null, thus prohibiting any synthesis. Similarly,
said missing energy cannot be provided by the Sun because
the total missing energy (173) is so big that the Sun would
cool down and never produce light.

Note that the indicated representation of the gravitational
stability of the Sun implies a return to the continuous cre-
ation of matter in the universe [112], with intriguing implica-
tions, e.g. for a realistic representation of the energy released
in supernova explosions. Note finally that experiments on the

predictions of the neutrino hypothesis [113] may be numer-
ically representable via the corresponding predictions of the
etherino hypothesis.

Note also that the indicated gravitational stability of the
Sun requires the acceptance of the ether as a universal sub-
stratum for the structure and propagation of truly “elemen-
tary” particles and electromagnetic waves without any real
conflict with special relativity due to our evident inability to
reach a reference frame at rest with the ether (for the absence
of the “ethereal wind” under the indicated conditions, see the
1956 paper [114] and Chapter 3 of [32]).

4.4 Stimulated decay of the neutron

The hypothesis that the neutron is a hadronic bound state of a
proton and an electron implies the possible stimulated decay
of one or more neutrons when members of selected nuclear
structures via irradiation with resonating photons γr with en-
ergy equal to the total energy of the iso-electron Er = Eê =

1, 293 MeV. Intriguing, said stimulated decay implies the
production of nuclear energy without the emission of harmful
radiation and without the release of radioactive waste, e.g. as
occurring in the stimulated decay [115]

γr +Mo(100, 42, 0)→ Tc(100, 43, 1) + β− ,

Tc(100, 43, 1)→ Ru(100, 44, 0) + β− ,
(174)

which has been tentatively verified by the experimental team
[117] (see also [83]). Regrettably, no physics laboratory con-
tacted by the author has shown interest to date in dismissing
or confirming Tsagas’ results via the repetition of the very
simple and inexpensive measurements of transmutation (174)
(see Fig. 7 for details).

4.5 The pseudo-proton hypothesis

The synthesis of the neutron via Rutherford’s “compression”
of an electron within the dense proton, implies the synthesis,
in statistical smaller amounts of negatively charged, strongly
interacting particles preliminarily confirmed by tests [118],
such as: the protoid p̃−1 with spin 0, mass essentially that of
the neutron and mean-life predicted to be of about 7 s, and
the pseudo-proton p̃−2 with spin 1/2, mass equal to that of the
neutron and mean-life of the order of 5 s, both representable
with the synthesis/fusion p̃− = (ê−, n)hm.

Note that, being negatively charged and strongly interact-
ing, protoids and pseudo-protons are attracted by nuclei with
new nuclear transmutations here expressed for N protoids

N p̃−1 + N(Z, A, J)→ Ñ(Z − N, A + N, J) , (175)

having an evident significance for possible new forms of nu-
clear energies and recycling of nuclear waste.
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4.6 Recycling of nuclear waste

Due to known public opposition, it appears that the sole pos-
sible recycling of radioactive nuclear waste should be done
by the nuclear power plants themselves via their stimulated
decay. Unfortunately, the latter recycling is prohibited by
quantum mechanics with ensuing mainstream academic op-
position against its study. Interested readers may be inter-
ested to know that hadronic mechanics predicts a number of
mechanisms for the recycling of radioactive nuclear waste
via their stimulated decay triggered by irradiation with ther-
mal neutrons (Sect. 4.1 and Fig. 5), pseudo-protons (Sect. 4.5)
as well as other means, and ensuing production of new nu-
clear energy (see, for brevity, Sect. 8.2.10-II, p. 111 of [44]
and [115, 116].

4.7 Resolution of the Coulomb barrier for nuclear fu-
sion

In the author’s view, the most important environmental impli-
cation of the synthesis/fusion of the proton and the electron
into the neutron is the consequential synthesis/fusion, under
the extremely strong Coulomb attraction (6), of at least a pair
negatively charged electrons generally coupled in singlet and
a positively charged Deuteron into a new negatively charged
nucleus D̃(−1, 2, 1), called pseudo-Deuteron with sufficiently
long mean life (of the order of τ = 1 s) to be attracted by a nat-
ural, positively charged Deuteron, resulting in a new nuclear
fusion, called HyperFusion, without the historical Coulomb
barrier that has prevented the achievement to date of new
clean nuclear energies (see [102] for brevity).

5 Reduction of matter to protons and electrons

During his graduate studies at the University of Torino, Italy,
in the mid 1960’s, after learning that stars initiate their lives
as aggregates of Hydrogen atoms, R. M. Santilli accepted the
historical hypothesis [1,2] that matter is composed of the per-
manently stable protons and electrons, and could not accept
the various opposing arguments [10] on grounds that Heisen-
berg’s uncertainty principle has been experimentally verified
solely for point-like particles (i.e. as the electron) in vacuum
under electromagnetic/Hamiltonian interactions. In line with
the 1935 legacy by A. Einstein, B. Podolsky and N. Rosen
that quantum mechanics is not a complete theory [3], Santilli
argued that the same principle should not be applied to the
extended protons and neutrons under strong nuclear interac-
tions without due scrutiny.

Subsequently, Santilli learned from experimental measu-
rements [16, 18] that nuclear volumes are generally smaller
than the sum of the volumes of the constituents, thus implying
that the hyper-dense protons and neutrons are in conditions
of partial mutual penetration in a nuclear structure. In turn,
this implies the expectation that strong nuclear forces have a
contact-zero range, non-linear, non-local and non-potential,
thus non-Hamiltonian component under which Heisenberg’s

uncertainty principle cannot be consistently formulated, let
alone tested.

In the late 1970’s, when he was at Harvard University
under DOE support, Santilli proposed the foundation of the
EPR completion of quantum into hadronic mechanics for the
invariant representation of extended nucleons under Hamilto-
nian and non-Hamiltonian interactions [23, 24]. He then ini-
tiated in 1981 studies [4] on the completion of Heisenberg’s
uncertainties for strong interactions via generalized uncer-
tainties of the type (Eq. (2.18), p. 654 of [4])

∆r × ∆p ≈
1
2
ℏF(r, p, ψ, ...), F > 0 , (176)

and conducted systematic mathematical, theoretical, experi-
mental and industrial studies (reported in the preceding sec-
tions) on the synthesis/fusion of a proton and an electron into
the neutron.

Santilli became aware in the early 1990’s that mathemati-
cal and physical theories can be completed into a form repre-
senting the astrophysical evidence that the neutron, and there-
fore all matter in the universe, is a collection of suitable bound
states of the permanently stable protons and electrons. Final
studies in the field are reported in this section on the explicit
form of the uncertainty principle which is applicable under
the most general possible, Hamiltonian and non-Hamiltonian
strong nuclear forces.

In 1964, J. S. Bell published the theorem below under the
assumption of quantum mechanics according to its Copen-
hagen interpretation, thus including Heisenberg’s uncertainty
principle, the representation of the spin 1/2 of particles via
the SU(2)-invariant Pauli matrices, and other assumptions:
THEOREM 5.1 [119]: A system of two point-like particles
verifying the SU(2) Lie symmetry does not admit a classical
counterpart.

The theorem was proved by showing that a certain ex-
pression DBell (whose numeric value depends on the relative
conditions of the two particles) is always smaller than the cor-
responding classical value DClas,

DBell < DClas , (177)

for all possible values of DBell.
The importance of the Theorem 5.1 for the identification

of the ultimate constituents of matter is that of strengthen-
ing the general acceptance of Heisenberg’s uncertainty prin-
ciple for all possible conditions existing in the universe, thus
leading to the unverified assumption that electrons cannot be
members of a nuclear structure (Sect. 1.2).

Following the achievement of maturity of the iso-mathe-
matical and iso-mechanical branches of hadronic mechan-
ics [50, 89], and following the formulation of the ŜU(2)-iso-
invariant Pauli-Santilli iso-matrices reviewed in Sect. 3.6,
Santilli proved in 1998 the following:
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THEOREM 5.2 [5]: A system of two extended particles veri-
fying the ŜU(2) Lie-Santilli iso-symmetry does admit a clas-
sical counterpart.

The theorem was first proved on grounds that contact,
zero-range, non-potential interactions are outside the class
of unitary equivalence of quantum mechanics, while being
fully representable via a non-unitary transformation of quan-
tum mechanical models (21). Consequently, there always ex-
ists a non-unitary transformation UU† = Î of Bell’s quantity
DBell such to verify the equality

Dhm = U(DBell)U† ≡ DClas . (178)

Additionally, Santilli conducted a step-by-step isotopic
lifting of Bell’s proof of Theorem 5.1 via the Pauli-Santilli
iso-matrices (139) resulting in the equality (Eq. (5.8), p. 189
of [5])

Dhm =
1
2

(λ1λ
−1
2 + λ

−1
1 λ2) DBell ≡ Dclass , (179)

which is always verified by particular values of Bohm’s hid-
den variables [91] λ1 and λ2. [5] also provided specific ex-
amples of identity (178) in terms of the iso-Minkowski iso-
spaces over iso-fields.

Finally, by combining the results of [4] and [5], in 2019
Santilli proved the following:
THEOREM 5.3 [6] : The iso-standard iso-deviations for iso-
coordinates ∆r and iso-momenta ∆p, as well as their product,
progressively approach Einstein’s determinism for extended
particles in the interior of hadrons, nuclei and stars, and
achieve the full determinism at the limit of Schwartzschild’s
singularity (ss).

The theorem was proved by showing that the invariance
under the Lie-Santilli iso-symmetry ŜU(2) implies the fol-
lowing property known as iso-deterministic principle derived
via iso-commutation rules (50) and iso-normalization (41)
(see for details Lemma 3.7, p. 34 of review [47] and its Corol-
lary 3.7.1 on the ensuing removal of divergencies here ig-
nored for brevity)

∆r∆p ≈
1
2
⟨ψ̂(r̂)| ×̂

[
r̂,̂ p̂

]
×̂ |ψ̂(r̂)⟩ =

=
1
2
⟨ψ̂(r̂)| T̂

[
r̂,̂p̂

]
T̂ |ψ̂(r̂)⟩ =

1
2
ℏT̂ ≪ 1 ,

{∆r∆p}ss = 0 .

(180)

Theorem 5.3 then holds in view of the fact that the isotopic el-
ement has always values smaller than T̂ ≪ 1, from the fitting
of all experimental data dealing with hadronic media [43],
and the value of the isotopic element is null for gravitational
collapse (160) T̂ss = 0.

It is easy to see that Theorems 5.2 and 5.3 resolve Objec-
tion 1.1 and 1.2 against electrons being members of a nuclear

structure. In fact, under iso-principle (180), electrons would
have the sub-luminal speed

v ≥
ℏ

∆r × me
= 5.79 T̂ 1010 m/s , T̂ ≪ 1 . (181)

Similarly, the linear momentum uncertainty would have the
value

∆p = 1.05 T̂ 1020 kg m/s , T̂ ≪ 1 , (182)

as a result of which the energy of the electrons can be the
expected value Eê = 1.293 MeV, thus being much less than
the 18.5 MeV predicted via Heisenberg’s uncertainty princi-
ple (4). The understanding is that the final numerical val-
ues of the isotopic element for the neutron require additional
studies as well as experimental measurements. Objection 1.3
has been resolved in Section 2.3.3 by showing that excessive
value (5) of the magnetic moment of the electron for nuclear
standards is counterbalanced by the magnetic moment of the
constrained angular momentum within the proton structure.

In conclusion, rather than adapting experimental evidence
to a preferred theory, it appears that mathematical and phys-
ical methods can indeed be completed to verify the evidence
that the permanently stable proton and electron are the con-
stituents of the neutron, with ensuing reduction of all matter
in the universe to protons and electron in conditions of in-
creasing complexity.
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Il Pungolo Verde, Campobasso, Italy, 1956. English translation:
www.santilli-foundation.org/docs/rms-56-english.pdf

115. Santilli R. M. Hadronic energy. Hadronic J., 1994, v. 17, 311–325.
www.santilli-foundation.org/docs/hadronic-energy.pdf

116. Santilli R. M. Apparent Nuclear Transmutations without Neutron
Emission Triggered by Pseudoprotons. American Journal of Modern
Physics, 2015, v. 4, 15–18.

117. Tsagas N. F., Mystakidis A., Bakos G.,Sfetelis L., Koukoulis D. and
Trassanidis S. Experimental verification of Santilli’s clean subnuclear
hadronic energy. Hadronic Journal, 1996, v. 19, 87–90. www.santilli-
foundation.org/docs/N-Tsagas-1996.pdf

118. Santilli R. M. Apparent Experimental Confirmation of Pseudopro-
tons and their Application to New Clean Nuclear Energies. Interna-
tional Journal of Applied Physics and Mathematics, 2019, v. 9, 72–100.
www.santilli-foundation.org/docs/pseudoproton-verification-2018.pdf

119. Bell J. S. On the Einstein Podolsky Rosen paradox. Physics, 1964,
v. 1, 195 (1964).

R. M. Santilli. Reduction of Matter to Protons and Electrons via the Lie-isotopic Branch of Hadronic Mechanics 99



Volume 19 (2023) PROGRESS IN PHYSICS Issue 1 (June)

LETTERS TO PROGRESS IN PHYSICS

Calculation of Outgoing Longwave Radiation
in the Absence of Surface Radiation of the Earth

Y. C. Zhong

ERICHEN Consulting, Queensland, Australia. E-mail: drzhong88@yahoo.com

Based on the observed equilibrium at the surface of the earth, it is argued that almost
no infrared radiation would be emitted by the surface of the earth that is in physical
contact with the nearest isothermic air layer. By assuming the outgoing longwave ra-
diation is the cumulative upward thermal radiation by the air, an analytic formula with
four dependent observables is proposed which is used for the first time to calculate
the effective air emissivities at different lapse rates in the troposphere. Given the ob-
served global mean outgoing longwave radiation 239 W m−2 and the stable tropospheric
lapse rate 6.5 T km−1, the calculated effective air emissivity near the surface is 0.135, in
agreement with early experimental observations.

1 Introduction

It has been recently shown that the earth is capable of self-
regulating outgoing infrared radiation without changing the
long-term global mean surface temperature [1]. In line with
this study, it becomes clear that the radiation cooling at the
surface seems unrealistically overestimated. Since 1896, it
has been assumed that the surface of the earth emits infrared
at radiation flux close to 390 W m−2, similar to a blackbody at
its thermal equilibrium temperature 288 K in vacuum, based
on a model atmosphere that is physically separated from the
surface [2,3]. Nevertheless, it could be argued that the widely
used assumption cannot be justified in the presence of the
isothermic gaseous atmosphere that is physically attached to
the surface. At such a thermodynamic equilibrium, the net
energy transfer between the condensed-matter surface and the
nearest layer of air should be negligible if not zero. This im-
plies that the surface infrared radiation should be absent as far
as the long-term global climate stability is concerned, which
is supported by recent experimental measurements that the
proportion of the non-radiative heat and mass transfer at the
sea level is close to 99.6% [4]. In light of this argument, an
analytical formula is introduced to directly calculate the out-
going longwave radiation (OLR) in the absence of the surface
infrared radiation as reported in this Letter.

2 Formulation

In the absence of the atmosphere, the thermal temperature
of vacuum space is close to 4 K. Under this condition, the
terrestrial infrared radiation intensity can be described by the
Stefan-Boltzmann law,

I = σT 4
S . (1)

where σ is the Stefan-Boltzmann constant, TS is the thermal
equilibrium temperature of the condensed-matter surface that
is approximated as a blackbody. However, (1) becomes in-

valid as the temperature gradient should be zero at the sur-
face in the presence of the gaseous atmosphere. Thus, it is
reasonable to assume that the OLR is merely the cumulative
thermal radiation by the atmosphere from different isothermic
layers. Further, it is assumed that the effective air emissivity
ε is scaled by the air density, viz.

ε = ε0
ρ

ρ0
. (2)

where ρ is the air density with its value at the surface ρ0 =

1.225 kg m−3, respectively; ε0 is the atmospheric emissivity
measured near the surface. To be specific, the vertical air
density distribution in this study is written as

ρ = ρ0 exp(−0.135z) . (3)

where z is the altitude in km. The assumption (2) is consistent
with the fact that the air thermal radiation must vanish in the
absence of air molecules in the atmosphere. By approximat-
ing each thin atmospheric layer as isothermic with its local
thermal equilibrium temperature, the OLR in W m−2 observ-
able at the top of the atmosphere can be formulated in terms
of the Stefan-Boltzmann law by the following integral

OLR =

∫ ∞
0

ε σT 4
a dz . (4)

where Ta denotes the atmospheric temperature at different al-
titudes.

3 Calculation

To proceed further, the troposphere and the stratosphere from
the ground to altitude 85 km are divided into four parts whose
vertical temperature distributions can be approximated as a
step-wise linear function based on the International Standard
Atmosphere [5]. Substituting (2) and (3) into (4) and inte-
grating in each of the four parts yields

OLR = ε0 σ (A + B + C + D) , (5)
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where

A =

∫ a

0
(TS − Lz)4 exp(−0.135z) dz (6)

B =

∫ 20

a
(210)4 exp(−0.135z) dz (7)

C =

∫ 50

20
(164 + 2.3z)4 exp(−0.135z) dz (8)

D =

∫ 85

50
(389 − 2.2z)4 exp(−0.135z) dz , (9)

where L denotes the lapse rate in the troposphere, the altitude
a is dependent of L. Notice that Ta = TS at the surface in
(6). It is apparent that the OLR is determined by two vari-
ables, the lapse rate and the effective air emissivity close to
the surface when the surface temperature is fixed. It is found
that the integration is nearly a constant above 85 km, as the
air density exponentially decreases with the altitude. For the
lapse rate 6.5 K km−1, the calculated effective air emissivity
near the surface is 0.135. The range of the calculated effec-
tive air emissivity, 0.12 to 0.16, for the lapse rates between
4 K km−1 and 10.5 K km−1 is consistent with some early ob-
served atmospheric emissivities [6].

Using the observed long-term global mean OLR value,
239 W m−2, the explicit dependence of the effective emissiv-
ity on the lapse rate can be fitted with a linear function with
R2 = 0.996,

ε0 = 0.0065L + 0.091 . (10)

By way of extrapolation, it is predicted that the effective emis-
sivity of the atmosphere near the surface is 0.091 as the tro-
posphere becomes isothermic. Besides, when the effective air
emissivity and thelapse rate are fixed at 0.135 and 6.5 K km−1,
respectively, it is found that the calculated OLR also linearly
depends on the surface temperature with R2 = 0.999, viz.

OLR = 3.24 TS − 695.49 , (11)

which gives the gradient

d(OLR)
dTS

= 3.24 W m−2K−1 . (12)

4 Discussion and conclusion

To explore the implications of the zero surface radiation hy-
pothesis, the outgoing thermal radiation by the air is formu-
lated and quantitatively calculated in the absence of the sur-
face infrared radiation. Based on the calculation, it appears
that long-term global climate stability might be simply ex-
plained in relation to the tropospheric lapse rate, adjustable
by changing the water vapor in the troposphere, that provides
a natural mechanism to control the OLR for the earth to re-
emit the absorbed solar radiation back to outer space while

keeping the global mean surface temperature constant. Fur-
ther, it is revealed that the four coupled variables, namely
OLR, effective air emissivity, the tropospheric lapse rate, and
the surface temperature, are linearly dependent on each other,
as shown in (10) and (11). So far, the linear dependence of
the monthly mean OLR on the sea surface temperature (SST)
has been observed on several locations [7], but the theoretical
interpretations in terms of water vapor feedback and specu-
lated emergent properties seem complicated and confined to
the cloud-free observations [8]. By way of contrast, (11) is
simply deduced from the hypothesis that the surface radiation
is zero.

Without invoking the greenhouse effect, it seems the cur-
rent global energy balance can be quantitatively explained,
i.e. the solar shortwave radiation at the surface, 161 W m−2,
is completely transferred into the atmosphere by means of
convection and conduction and then is thermally radiated by
the atmosphere into outer space, together with the shortwave
absorption by the atmosphere at 78 W m−2, which makes the
OLR at the top of the atmosphere equal to

161 + 78 = 239 W m−2

as observed [3]. Further experimental observations both in
lab and in space are necessary for further evaluating this pro-
posed description with fundamental implications for under-
standing the long-term global climate stability.
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The paper introduces the natural electron metrology that is based on the electron mass,
the speed of light in a vacuum, and the Planck constant. Since the units of the elec-
tron metrology are natural, their application gives physical meaning to the numerical
properties of the readings and allows to identify and predict physical effects caused by
numerical relations. In this paper, the electron metrology is applied to real systems of
coupled periodic processes, in particular to the solar system and exoplanetary systems.
It is shown that the application of the electron metrology allows to define numerical
conditions for lasting stability and to identify evolutionary trends.

Introduction

In physics, measurement is the source of data that allows to
develop and verify theoretical models of reality. The result of
a measurement is the ratio of physical quantities where one
of them is the reference quantity called unit of measurement.
Obviously, the value of this ratio depends on the chosen unit
of measurement. Moreover, any change of the unit of mea-
surement changes also the numerical properties of the value.
For example, a 20 cm microwave and a 7.874 . . . inch mi-
crowave both have the same wavelength. However, 20 is in-
teger, but 7.874 . . . is not. Thus, an arbitrarily chosen unit
of measurement results in random values of the measured ra-
tios. In this case, also the numerical properties of the mea-
sured values are random, and their physical interpretation has
no sense. This is why in theoretical physics numerical ratios
usually remain outside the realm of interest.

The situation changes fundamentally, if we choose natural
units of measurement, for instance, a natural frequency of a
real periodical process. In this case, all the harmonics have
rational values. Thus, the use of natural units gives physical
meaning to the numerical properties of the readings. Now
the numerical properties of the measured frequencies provide
information about whether they are harmonics or not.

Indeed, the history of metrology shows a clear trend to
natural units of measurement. For instance, the current SI
definition [1] of a second is based on the radiation corre-
sponding to the transition between the two hyperfine levels of
the ground state of the caesium-133 atom. One second takes
9,192,631,770 periods of this radiation. However, the num-
ber of periods is arbitrarily chosen. Therefore, in the current
definition, one second is not a natural unit of measurement,
although it is based on the frequency of a natural subatomic
process. Also the current SI unit meter is not a natural unit as
it is based on the current definition of a second.

The current SI definition of the kilogram is based on the
fixed numerical value of the Planck constant, expressed in
units of meter and second. Therefore, one kilogram is not
a natural unit of measurement. Consequently, all secondary
units of measurement based on kilogram, meter and second

cannot be considered natural. Therefore, the current SI is not
a system of natural units.

The concept of natural units was first introduced in 1874,
when George Stoney [2], noting that electric charge is quan-
tized, derived units of length, time, and mass, now named
Stoney units in his honor. Stoney chose his units so that the
Newtonian gravitational constant, the speed of light in a vac-
uum, and the electron charge would be numerically equal to 1.
In 1899, Max Planck proposed a system of units that is based
on the quantum of action. Planck underlined the universal-
ity of the new system, writing [3]: ... it is possible to set up
units for length, mass, time and temperature, which are inde-
pendent of special bodies or substances, necessarily retaining
their meaning for all times and for all civilizations, including
extraterrestrial and non-human ones, which can be called nat-
ural units of measure. Planck derived units for length, time,
mass, and temperature from the Newtonian gravitational con-
stant, the speed of light, the quantum of action, and the Boltz-
mann constant.

Regrettably, using Newton’s gravitational constant G in-
creases not only the uncertainty of the Planck system, but also
its dependence on theoretical assumptions. The constancy of
G is only postulated, its value is measured in laboratory scale
only, and there is no guaranty of its universality in astronom-
ical scales, because the mass of a planet, planetoid or moon
cannot be measured without using G.

In [4] we proposed a system of natural units that is based
on the electron mass, the speed of light in a vacuum, the
Planck constant, and the Boltzmann constant. The only dif-
ference to the Planck system is that we use the electron mass
instead of G. However, this difference seems to be significant
enough to give physical meaning to the numerical properties
of the readings.

In [5] we have shown that in electron units, the masses
of elementary particles including the proton have numerical
values that approximate integer and reciprocal integer powers
of Euler’s transcendental number e = 2.71828 . . .

As we have shown in [6], the orbital and rotational pe-
riods of the planets, planetoids and large moons of the solar
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system have numerical values that approximate integer pow-
ers of Euler’s number, if expressed in electron units (table 1).
This we have shown also for 1430 exoplanets. Furthermore,
the gravitational parameters of the Sun and the planets of the
solar system, if expressed in electron units, approximate inte-
ger powers of Euler’s number [7].

The electron mass is actually the key component in the
natural metrology that we propose in this paper. The electron
mass defines an absolute reference value, and the Planck con-
stant in combination with the speed of light are interdimen-
sional converters that allow to derive absolute spatial and tem-
poral reference values, which are the Compton wavelength of
the electron, and its natural frequency. The Boltzmann con-
stant allows to derive the electron black body temperature as
additional natural unit.

The electron is not a rare substance since it is ubiquitous
in the universe. The uniqueness of the electron stems from its
elementarity and exceptional stability, with an estimated life-
time of over 1028 years. In fact, stability and high precision
are fundamental requirements for units of measurement. The
electron mass is given with an accuracy of 10−10, as shown in
table 1. Since the speed of light and the Planck constant are
fixed, the accuracy of the electron metrology depends only on
the accuracy of the electron mass.

In the following we will show that the application of the
electron metrology gives physical meaning to the numerical
properties of the readings and allows to identify and predict
physical effects caused by numerical relations. For reasons of
clarity, in this paper we deal with periodical processes.

Theoretical Approach

The starting point of our approach is frequency as obliga-
tory characteristic of a periodical process. As the result of a
measurement is always a ratio of physical quantities, one can
measure only ratios of frequencies. This ratio is always a real
number. Being a real value, this ratio can approximate an in-
teger, rational, irrational algebraic or transcendental number.
In [8] we have shown that the difference between rational, ir-
rational algebraic and transcendental numbers is not only a
mathematical task, but it is also an essential aspect of stabil-
ity in systems of coupled periodical processes. For instance,
integer frequency ratios, in particular fractions of small inte-
gers, make possible parametric resonance that can destabilize
such a system [9, 10]. This is why asteroids cannot main-
tain orbits that are unstable because of their resonance with
Jupiter [11]. These orbits form the Kirkwood gaps that are
areas in the asteroid belt where asteroids are absent.

According to this idea, irrational frequency ratios should
not cause destabilizing parametric resonance, because irra-
tional numbers cannot be represented as a ratio of integers.
However, algebraic irrational numbers, being real roots of al-
gebraic equations, can be converted to rational numbers by
multiplication. For example,

√
2 = 1.41421 . . . cannot be-

electron units definition value

Electron rest energy E = m/c2 0.51099895000(15) MeV

Angular frequency ω = E/ℏ 7.76344 · 1020 Hz

Oscillation period τ = 1/ω 1.28809 · 10−21 s

Compton wavelength λ = c/ω 3.86159 · 10−13 m

Table 1: Basic units of the electron metrology. The units are calcu-
lated from the measured electron rest energy. The speed of light c
in a vaccum, and the Planck constant ℏ are fixed. Data from Particle
Data Group [12].

come a frequency scaling factor in real systems of coupled
periodical processes, because

√
2 ·
√

2 = 2 creates the condi-
tions for the occurrence of parametric resonance. Thus, only
transcendental ratios can prevent parametric resonance, be-
cause they cannot be converted to rational or integer num-
bers by multiplication. Actually, it is transcendental num-
bers that define the preferred frequency ratios which allow to
avoid destabilizing parametric resonance [13]. In this way,
transcendental frequency ratios sustain the lasting stability of
coupled periodical processes.

Among all transcendental numbers, Euler’s number e =
2.71828. . . is unique, because its real power function ex co-
incides with its own derivatives. In the consequence, Euler’s
number allows avoiding parametric resonance between any
coupled periodical processes including their derivatives.

Because of this unique property of Euler’s number, we ex-
pect that periodical processes in real systems prefer frequency
ratios close to Euler’s number and its roots. For rational expo-
nents, the natural exponential function is always transcenden-
tal [14]. The natural logarithms of those frequency ratios are
therefore close to integer or reciprocal integer values, which
are attractors of transcendental numbers of the type ex, as we
have shown in [13]. With reference to the evolution of a plan-
etary system and its stability, we may therefore expect that the
ratio of any two orbital periods should finally approximate an
integer or reciprocal integer power of Euler’s number [15].

The electron shares its exceptional stability with the pro-
ton with an estimated lifetime of over 1029 years [12]. Within
our approach, the stability of the proton results from the nu-
merical properties of the proton-to-electron ratio that approx-
imates the 7th power of Euler’s number and its square root [7].
In this way, the metric properties of the proton can be derived
from the metric properties of the electron theoretically.

The eigenfrequencies and harmonics of the proton and the
electron are natural frequencies of any type of matter, also of
the accreted matter of a planet. Conventional models of the
solar system do not take into account this aspect, which lies
at the core of our numeric physical approach to the electron
metrology. Given the enormous number of protons and elec-
trons that form a planet, eigenresonance must be avoided in
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the long term. This affects any periodical process including
orbital and rotational motion. This is why the planets in the
solar system and in hundreds of exoplanetary systems have
orbital periods that approximate integer and rational powers
of Euler’s number relative to the natural oscillation periods of
the proton and the electron, as shown in my paper [6].

In the following, we discuss exemplary applications of
the electron metrology to the analysis of orbital and rotational
periods in the solar system.

Exemplary Applications

Kepler’s laws of planetary motion do not explain why the
planets of the solar system have the orbital periods 87.969,
224.701, 365.256, 686.971 days, and 11.862, 29.457, 84.02,
164.8, 247.94 years, because there are infinitely many pairs
of orbital periods and distances that fulfill Kepler’s laws. Ein-
stein’s field equations do not reduce the theoretical variety of
possible orbits, but increases it even more.

However, if we express the orbital periods in electron
units, we can realize that they approximate integer powers
and roots of Euler’s number, and in this way, they avoid desta-
bilizing parametric resonance. This requirement reduces dra-
matically the number of possible orbits.

For instance, if we express Jupiter’s orbital period in years
(11.862), in days (4332.59) or in seconds (3.74343·108), there
is no way to verify whether this value is special or not. If we
express Jupiter’s orbital period in oscillation periods of the
electron, we can realize that it is indeed very special, because
it approximates the 66th power of Euler’s number:

ln
(

TO(Jupiter)
2π · τe

)
= ln

(
3.74343 · 108 s

2π · 1.28809 · 10−21 s

)
= 66.00

The same is valid for the orbital period 686.98 days (5.93551 ·
107 seconds) of the planet Mars that equals the 66th power of
Euler’s number multiplied by the angular oscillation period
of the electron:

ln
(

TO(Mars)
τe

)
= ln

(
5.93551 · 107 s

1.28809 · 10−21 s

)
= 66.00

Consequently, the Jupiter-to-Mars orbital period ratio is 2π:

TO(Jupiter) = 2π · TO(Mars)

This transcendental ratio allows Mars to avoid parametric or-
bital resonance with Jupiter. Approaching an integer power
of Euler’s number relative to the electron’s natural period of
oscillation prevents both Jupiter’s and Mars’ periodic orbital
motion from provoking electron based eigenresonance. Since
the proton-to-electron ratio approximates an integer power of
Euler’s number and its square root, both planets avoid also
proton based eigenresonance.

In [16] we have shown that integer and rational powers
of e = 2.71828 . . . and π = 3.14159 . . . form two comple-
mentary fractal scalar fields of transcendental attractors – the
Euler field and the Archimedes field.

The rotational periods of planets and planetoids of the so-
lar system approximate integer powers of Euler’s number and
its square root relative to the angular oscillation period of the
electron. Since the proton-to-electron ratio approximates the
7th power of Euler’s number and its square root, the rotational
periods approximate integer powers of Euler’s number rela-
tive to the angular oscillation period of the proton, as we have
shown in [16].

For instance, the current sidereal rotational period of the
Earth equals 23 h, 56 min and 4.1 s, or 86164.1 s. In general,
the duration of the sidereal day should increase, because it is
believed that the rotation of the Earth is slowing down. In-
deed, if we express the sidereal rotational period of the Earth
in electron units, we can realize that it must increase in order
to reach the 59th power of Euler’s number and its square root:

ln
(

TR(Earth)
τe

)
= ln

(
86164.1 s

1.28809 · 10−21 s

)
= 59.47

However, our numeric physical approach suggests that the ro-
tation of the Earth will slow down only until the sidereal day
reaches a duration of 24 hours, 47 minutes and 1 second, or
89221 s that corresponds with the Euler-attractor:

τe · e59 ·
√

e = 89221 s

When the sidereal period of rotation has reached that Euler-
attractor, the rotation of the Earth should be stabilized, and
should not slow down more. By the way, the sidereal rota-
tional period of the planet Mars 24 hours, 37 minutes and
22.7 seconds, or 88642.7 s is much closer to that attractor:

ln
(

TR(Mars)
τe

)
= ln

(
88642.7 s

1.28809 · 10−21 s

)
= 59.49

Probably, smaller bodies with faster rotation can reach nu-
merical attractors faster than larger bodies. The sidereal rota-
tional period 9.07417 h = 32667 s of the planetoid Ceres, for
example, has already reached an Euler-attractor:

ln
(

TR(Ceres)
τe

)
= ln

(
32667 s

1.28809 · 10−21 s

)
= 58.50

In general, every prime, irrational or transcendental number
generates a unique fundamental fractal field of its own inte-
ger and rational powers that causes physical effects which are
typical for that number.

For instance, integer and rational powers of 2 and 3 gener-
ate two different fractal scalar fields – the fundamental binary
and the fundamental ternary fields, which are the strongest
providers of parametric resonance.

On the contrary, the golden ratio ϕ = (
√

5 + 1)/2 =
1.618 . . . makes difficult its rational approximation, since its
continued fraction does not contain large denominators. So,
the fundamental field of its integer and rational powers should
be a perfect inhibitor of resonance amplification. This is why
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the Venus-to-Earth orbital period ratio approximates 1/ϕ, as
already shown by Butusov [17] in 1978.

In [16] we have proposed to name this field after Hippasus
of Metapontum who was an ancient Greek philosopher and
early follower of Pythagoras, and is widely credited with the
discovery of the existence of irrational numbers, and the first
proof of the irrationality of the golden ratio.

Although the golden ratio is irrational, it is a Pisot num-
ber, so its powers are getting closer and closer to whole num-
bers, for example, ϕ10 = 122.99 . . . This is why the Hippa-
sus field can inhibit resonance within small frequency ranges
only. Hence, in systems with many coupled periodic pro-
cesses, the Hippasus field can produce two opposing effects:
over small frequency ranges, the Hippasus field can inhibit
parametric resonance, but over large frequency ranges, it pro-
vides the long-period appearance of resonance amplification.
Euler’s number is not a Pisot number, so that the Euler field
permits coupled periodic processes to avoid parametric res-
onance also over very large frequency ranges. As we have
shown in [6,7], typical examples are the orbital and rotational
periods of planets and planetoids.

Conclusion

The use of natural units of measure gives physical meaning to
the numerical properties of the readings and allows the study
of physical effects caused by their numerical relations.

In the case of frequency ratios, the readings are real num-
bers that can approximate integer, rational, irrational alge-
braic or transcendental values.

In application to real systems of coupled periodic pro-
cesses, transcendental numerical relations can avoid destabi-
lizing parametric resonance and provide lasting stability.

In units of the electron metrology (table 1), the orbital and
rotational periods of large bodies of the solar system approx-
imate integer powers of Euler’s number and its roots multi-
plied by the natural oscillation period of the electron. This
we have verified [6] also for 1430 exoplanets.

The perihelion and aphelion of a planetary orbit, if ex-
pressed in units of the electron metrology, give the lower and
upper approximations of integer powers of Euler’s number,
as we have shown in [7]. As a consequence, the gravitational
parameters of the Sun and its planets, if expressed in electron
units, approximate integer powers of Euler’s number.

The maxima in the frequency distribution of the number
of stars as function of the distance between them, expressed
in electron units, correspond with integer powers of Euler’s
number and its roots. In [18] we have shown this for 18336
interstellar distances in the solar neighborhood.

All these findings allow us to interpret the approximation
of integer powers of Euler’s number and its roots as general
evolutional trend.

In this context, also the current temperature 2.726 K of
the cosmic microwave background radiation (CMBR) does

not appear as to be accidental. In [8] we have shown that this
temperature, if expressed in electron units, approximates an
integer power of Euler’s number. Consequently, it is very un-
likely that the temperature of the CMBR will still decrease.
This conclusion contradicts the big bang model of a cooling
down universe. However, a resonating with protons and elec-
trons fulfilling the entire cosmic space microwave radiation
could probably impede the formation of molecules essential
for life. By obeying the Euler field, the CMBR allows life to
arise. From this point of view, the Euler field can be seen as
a promoter of life on a cosmic scale.
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Interpretation of Quantum Mechanics in Terms of Discrete Time I

Young Joo Noh

E-mail: yjnoh777@gmail.com, Seongnam, Korea.

From the discretization of time, the nonlocality of matter and electromagnetic waves
can be inferred. These nonlocal waves provide a new perspective on the nonlocality of
quantum phenomena, such as wave collapse and entanglement, and the wave-particle
duality. Interactions can be divided into bound states and scattering, which are all de-
scribed by the modified Dirac equation. From the modified Dirac equation, the quantum
condition of the bound state can be obtained. Regarding scattering, elastic scattering is
related to wave nature, and inelastic scattering is related to particle nature. The wave
nature is expressed in all bound states and elastic scattering, and the particle nature cor-
responds to the case of inelastic scattering. And, in the case of inelastic scattering, a
model for wave collapse is presented.

1 Introduction

The significance of this paper is to newly understand quantum
mechanics from the point of view of discrete time. Quantum
mechanics is a system established by experiment, but its inter-
pretation is diverse. However, it is rare to have a perspective
that integrates and coherently interprets the various phenom-
ena of quantum mechanics. The perspective of discrete time
is very different from existing interpretations, but it provides
an interesting perspective. Since the new perspective is very
unfamiliar, I will briefly summarize the contents presented in
the previous papers [1–3].

The analysis of the dynamical system from the perspec-
tive of discrete time has opened a new way to see things that
have not been understood in the existing quantum mechanics
or existing results from a completely different perspective. In
the first paper [1], from the point of view of discrete time,
matter is divided into two types with completely different dy-
namic principles. Type 1 is an ordinary matter that satisfies
the Dirac equation, and type 2 is completely new. Type 2 does
not interact with the gauge fields and is only affected by grav-
ity. And considering its energy density, it can be interpreted
as dark matter.

Since existing relativistic quantum mechanics cannot ex-
plain anomalies during interactions, it has no choice but to
lead to quantum field theory that assumes second quantiza-
tion and vacuum energy. This theory is based on the ontolog-
ical basis of the statistical mechanical analogy that a field is
a collection of independent infinite harmonic oscillators. On
the other hand, the type 1 field does not make such an on-
tological assumption. If type 1 is a free particle, it can be
interpreted as an ordinary matter that satisfies the Dirac equa-
tion, but the concept of the field is quite different from the
existing one. In the type 1 field, the current harmonic oscil-
lation is determined by contributions from the past and future
of discrete time ∆t. From this point of view, it was shown
that the mass and charge of elementary particles during inter-
actions must be corrected by causal delay, and this correction

showed that it can explain anomalies such as anomalous mag-
netic moment and Lamb shift [2,3].

2 The meaning of discrete time

Discrete time means that there is a minimum value of time
change, which is a unit of time that cannot be further divided.
In other words, it can be said that “time does not pass” from
one click of time to the next, and if we consider the hypo-
thetical events on this unit of time, we can infer that they all
occurred at the same time. Thus, a discrete unit of time is a
collection of simultaneous events.

By the way, this collection of simultaneous events has a
special character. Before discussing that, consider the fol-
lowing thought experiment. Observer A is in a car moving
at speed v. There is a light source in the middle of the car
and light detectors on the front and rear walls of the car. The
events in which light reaches both detectors are simultaneous
for observer A. However, for B, a stationary observer outside
the car, the two events are not simultaneous. Because the car
is moving, the light reaching the rear becomes an event that
occurs earlier than the light reaching the front. This relativ-
ity of simultaneity is a natural result of the special theory of
relativity based on the concept of continuous space-time.

However, in discrete time, the relativity of simultaneity is
limited. Under the same circumstances, if a car moves by ∆l
in discrete time ∆t, what happens to observer B during which
simultaneous events to observer A occur? For observer B,
∆t is a situation in which time does not pass from one click
to the next click, so the events until the movement by ∆l are
simultaneous. Thus, within the range of time ∆t, simultane-
ous events for observer A are also simultaneous events for
observer B. In other words, in discrete time, local absolute si-
multaneity is established. Such a discussion holds within ∆t.
Of course, the relativity of simultaneity is established as time
passes beyond the click of ∆t. Hypothetical events in ∆t do
not hold the Lorentz transformation and cannot be expressed
in Minkowski space-time, which is based on the concept of
continuous space-time. However, since the theory of relativ-
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ity is established beyond the ∆t click, for example, the time
∆t for observer B is ∆t′ = ∆t/γ for observer A. In summary,
discrete time can be said to be a collection of events in which
local absolute simultaneity is established.

In the previous paper [2], ∆t was defined as the time for
light to pass through the Compton wavelength of a matter,
∆t def
= ℏ

mc2 . If the Compton wavelength is regarded as the “spa-
tial domain” of a matter, ∆t can be regarded as the “temporal
domain” of the matter. Therefore, what the above discussion
means is that the relativity of simultaneity is established out-
side matter, and the absoluteness of simultaneity dominates
inside matter. Discrete time is not a concept of objective real-
ity that clicks regardless of matter, like Newton’s concept of
absolute time, but a unique click inherent in matter.

Let’s find out the characteristics of the field defined in
discrete time. Since the field defined in continuous space-
time holds the local principle, the local parts of the field can
change independently. However, if the field defined in dis-
crete time can change locally and independently, the basic
premise of discrete time is violated because time must also
change as a variable in response to the change of field. There-
fore, a field defined in discrete time cannot be changed lo-
cally, and all parts of the field must act simultaneously. That
is, a field defined in discrete time cannot be divided.

3 Formation of nonlocal waves

In discrete time, the spinor Ψ (xµ) at any point xµ of type 1 is
given by the sum of ∆t future and past contributions to xµ, so
that Ψ (xµ) evolves into e−i∆xαpαΨ (xµ) [1]. Eq. (1) and Fig. 1
show this as a formula and figure, respectively.

(xµ + ∆xµ)Ψ (xµ) − xµΨ (xµ + ∆xµ)

= ∆xµe−i∆xαPαΨ (xµ) .
(1)

t

                

  

                  P                                                                                                      

                                                                                                    

               

                                                              x                                                                    

Fig. 1: Contributions of spinors at xµ.

The left side of Fig. 1 shows spinors contributing from ∆t
future and past at xµ, in the 1+1 dimension, and the right side
shows them in 3-dimensional real space. All points on the
right hemisphere are ∆t future and all points on the left hemi-
sphere are past. At the center point, all spinors contributing

from the future appear to the left, and all spinors contribut-
ing from the past appear to the right. As discussed in the
previous section, all events in the right hemisphere are simul-
taneous events, and all events in the left hemisphere are also
simultaneous events.

Furthermore, spinors at every point on the right hemi-
sphere can also be represented as contributions from future
and past spinors. Then, the same sphere can be drawn at ev-
ery point on the right hemisphere, and this process can be
repeated over and over again. As a result, a wavefront with
the same phase can be represented as the left side of Fig. 2.

                                     1             
                                                A
                                      2
                                                 B
                                      3

Fig. 2: Formation of simultaneous wavefronts.

By the way, the wavefront formed in this way has special
properties. On the right side of Fig. 2, A is the common point
of 1 and 2. Point A is simultaneous with all points on hemi-
sphere 1 and also with all points on hemisphere 2. Therefore,
all points on hemispheres 1 and 2 are simultaneous with each
other. This is established only when hemispheres 1 and 2
overlap. Since this process can continue to expand, all the
points on the wavefront shown on the left in Fig. 2 are simul-
taneous.

This simultaneous wavefront is not local. If we consider
the field defined on this wavefront, as discussed in the previ-
ous section, it cannot change locally. Interactions occurring at
one point on the wavefront occur simultaneously at all points
on the wavefront. A wavefront is nonlocal, but the local prin-
ciple still applies between one wavefront and another. This
non-locality of type 1 waves is fundamentally different from
the wave concept explained only by the existing local princi-
ple.

So far, we have discussed the nonlocality of a type 1 wave,
that is, a matter field wave. We will now discuss the nonlo-
cality of electromagnetic waves. The electric and magnetic
fields individually obviously apply the local principle. But
what about electromagnetic waves? In judging the nonlocal-
ity of electromagnetic waves, I will refer again to the propo-
sition discussed earlier. In discrete time, the collection of
simultaneous events establishes local absolute simultaneity.
Therefore, if a wavefront composed of certain simultaneous
events has local absolute simultaneity, it can be judged that
the wavefront is a nonlocal wave.
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Electromagnetic waves are produced by accelerating elec-
tric charge. Around the accelerating charge, there are kinks of
the field, and these kinks are what form the wave. The kinks
depend on the motion of the charge, and the motion of the
charge is performed in units of discrete time ∆t . Then, the
kinks formed between ∆t can also be said to be simultaneous
events to the observer fixed on the charge, which, according
to the above discussion, can also be said to be simultaneous
events to the stationary observer. Therefore, electromagnetic
waves can be said to have local absolute simultaneity, so they
can be said to be nonlocal waves like matter field waves.

Until now, we have had a somewhat unfamiliar discus-
sion that matter field waves and electromagnetic waves are
nonlocal waves. However, in my opinion, the fact that these
are nonlocal waves is already included in the existing quan-
tum mechanics. In quantum mechanics, the energy of light
is E = hν. What does this equation mean? If we try to un-
derstand it as a wave, there is no local nature of a wave at
all. So, it should be understood as a particle, but what does
the frequency of a particle mean? The fact that the energy
of light does not depend on the local properties of the wave
means that the wave is nonlocal. Light is created by kinks,
the magnitude of which determines the frequency, and the to-
tal kinks form a nonlocal wavefront. An interaction at one
point of the wavefront acts simultaneously on all parts of the
wavefront. Therefore, the energy of light does not depend on
the local properties of the wave, but is proportional only to its
frequency.

4 Wave collapse and wave-particle duality

Quantum mechanics has various interpretations depending on
the meaning of the wave function and measurement. In this
paper, these meanings are as follows. The wavefunction is
not a probability concept, but an objective real field, and the
measurement is merely the interaction between elementary
particles.

Based on the discussion in the previous section, let’s infer
the wave collapse, which is an intrinsic property of nonlocal
waves, and the particle nature of matter and light.

When an electron interacts with an electromagnetic wave,
the wavefront of the electron and the wavefront of the electro-
magnetic wave meet. If one part of the wavefront of an elec-
tron is affected by an electromagnetic wave, all parts of the
wavefront of an electron are simultaneously affected because
of the intrinsic property of nonlocal waves. It is as if all the
information of the electron wavefront is concentrated at the
point of contact and interacts with the electromagnetic wave.
This can be seen as a kind of wave collapse, and it can be said
to be the definition of the particle nature of electrons. This
discussion can be equally applied to electromagnetic waves
interacting with electrons. Electromagnetic waves are also
nonlocal waves, and when interacting with electrons, the en-
tire wave is concentrated in a local area, which is the particle

nature of light, that is, the definition of a photon. The elec-
trons and photons concentrated in this local area exchange
energy and momentum as particles. In other words, the in-
teraction—which we will discuss in the next section, corre-
sponds to inelastic scattering—occurs on a “quantum” unit.
After the interaction, they move as new free waves, each with
new energy and momentum. In the next section I will present
a mathematical model for the collapse of matter waves.

The wave-particle duality is one of the most important
phenomena that reveals the essence of quantum mechanics,
and contains a deep mystery about the existence of matter.
However, current understanding of this remains superficial.
It is difficult to understand that matter or photons choose one
state among particle or wave depending on the situation*. If
there is a correct theory, there must be a clear reason for hav-
ing a particular state in a particular situation. The reality of
quantum mechanical existence presented in this paper is as
follows. A nonlocal wave causes a wave collapse at a spe-
cific interaction to acquire particle properties, and when the
interaction disappears, the wave properties are restored. This
process is repeated.

Speaking of electromagnetism, fields with local proper-
ties are real, and their waves (as nonlocal waves) are real,
and photons formed by the collapse of waves are real. We
discussed earlier that the quantum of a photon energy should
depend only on its frequency, but there is one more thing to
consider here. When an electromagnetic wave is generated
by kinks caused by the acceleration of an electric charge, the
amount of the charge becomes a variable of the photon en-
ergy. The quantum concept of photon energy is established
only when the charge amount of all free elementary particles
is the same. In reality it is. That is, quantization of photon
energy is established by quantization of charge.

5 Bound state and scattering

In terms of discrete time, interacting particles satisfy the mod-
ified Dirac equation [2].

DmΨ =
(
iγµ∂µ − f1rγ

µpµ − f2rγ
µ∆pµ

)
Ψ = 0 . (2)

where

f1r = Re( f1) =
1
3

Re
(

e−ixαpα

e−ixαpα + 2
(
e−ixα∆pα − 1

) )
f2r = Re( f2) =

1
3

Re
(

2e−ixα∆pα

e−ixαpα + 2
(
e−ixα∆pα − 1

) ) . (3)

Eq. (2) is a first-order linear differential equation, and the
way it is applied differs depending on the type of interaction

*Wheeler’s delayed choice experiment clearly shows the contradic-
tion of the existing quantum mechanical view of duality. And the
Elitzur–Vaidman bomb tester claims that interaction-free measurements are
possible based on the existing viewpoint. In my next paper, I will present a
new interpretation of these experiments from the new perspective presented
above.
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– scattering and bound state. In the case of the scattering
process, for example, the scattering of electron and photon
interacts in an extremely limited space-time region, so the
modified Dirac equation is also applied only in such a limited
space-time region. On the other hand, in the case of ceaseless
interaction, such as in the bound state, the modified Dirac
equation holds without limitation because the interaction oc-
curs in a relatively wide space-time region.

5.1 Bound state

5.1.1 ∆pµ ≪ pµ

In this case, that is, when the interaction is very small, f1r,
f2r, and the modified Dirac equation is as follows

f1r �
1
3
, f2r �

2
3

cos (xαpα)(
iγµ∂µ −

1
3
γµpµ −

2
3

cos (xαpα) γµ∆pµ

)
Ψ = 0 .

(4)

The solution of (4) satisfies the following equation

∂µΨ = −
i
3

(
pµ + 2cos (xαpα)∆pµ

)
Ψ. (5)

And the solution of (5) is as follows

Ψ = c exp
[
−

i
3

∫ xµ (
pµ + 2cos

(
x′αpα

)
∆pµ

)
dx′µ

]
= c exp

[
−

i
3

pµxµ −
2i
3

∫ xµ

cos
(
x′αpα

)
∆pµdx′µ

]
.

(6)

∆pµ means interaction, so it is determined according to
the specific situation. If it is an electrostatic potential like
the potential in a hydrogen atom, ∆pµ is independent of the
integral variable in (6) because there is only a scalar potential
energy component that is independent of time. Thus

Ψ = c exp
[
−

i
3

(
pµxµ + 2ϵ

(
∆pµ

)
sin

(
xµpµ

))]
. (7)

ϵ
(
∆pµ

)
is a small quantity linear to ∆pµ. In (7), for Ψ to

be a free wave, i.e. harmonic oscillation, sin
(
xµpµ

)
= 0, so

the following quantum condition is derived

xµpµ = nπ (n = 0,±1,±2, · · ·) . (8)

For any given pµ, xµ that satisfies (8) has as its solution a
certain region in space-time. Harmonic oscillations that ex-
ist in this region can be referred to as standing waves. As a
simple example, consider the case where the electron in a hy-
drogen atom is in uniform circular motion. In this case, the
phase value is as follows∮ (

Edt − P⃗ · dx⃗
)
= E

∮
dt − P⃗ ·

∮
dx⃗

= −mvrπ = nπ

∴ L = mvr = n .

(9)

Eq. (9) agrees with the well-known Bohr’s quantum condition
for the hydrogen atom.

In (7), when ϵ → 0, the 4-momentum appearing in the
phase part is not pµ but pµ/3. This result is questionable be-
cause the system we are dealing with is a system in which a
free particle with 4-momentum pµ becomes pµ + ∆pµ by in-
teraction. However, as we will see later, this does not violate
the law of conservation of energy at all.

In the case of ∆pµ → 0, if γµpµ = m is used, (4) can be
expressed as follows

i
∂Ψ

∂t
=

(
α⃗ · P̂ +

1
3
βm

)
Ψ . (10)

In (7), the free wave solution is as follows for ϵ → 0

Ψ =

(
φ

χ

)
exp

(
−

i
3

xµpµ
)
. (11)

In (11), φ and χ are two-component spinors. Using (12),
(10) becomes (13)

∂Ψ

∂t
=

1
3

EΨ, P̂Ψ =
1
3

P⃗Ψ . (12)

EΨ =
(
α⃗ · P⃗ + βm

)
Ψ . (13)

In (13), the energy of Ψ is ±
√

P⃗2 + m2 , which is equal
to the energy of the free particle before interaction. So, as
expected, energy is conserved.

5.1.2 ∆pµ = pµ

In this case, the modified Dirac equation is:{
iγµ∂µ − ( f1r + f2r) m

}
Ψ = 0 . (14)

G (xµ) def
= f1r + f2r = Re

(
1

3 − 2eixµpµ

)

=
3cos

(
xµpµ

)
− 2

13 − 12cos
(
xµpµ

) . (15)

In (14), the condition for Ψ to become a plane wave in a
specific space-time region is that G must be constant, which
means that G has an extreme value in that region. Therefore,
the following condition must be satisfied

∂λG (xµ) = −
15 pλsin

(
xµpµ

)
(
13 − 12cos

(
xµpµ

))2 = 0 . (16)

Eq. (16) is the same quantum condition as in ∆pµ ≪ pµ.
Eq. (14) is related to pair production. If ∆pµ is the 4-

momentum of the incident photon and pµ = pelctron
µ + ppositron

µ ,
that is, the sum of the 4-momentum of the electron and the
positron, Ψ in (14) becomes the wave function for the entire
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electron and positron. This plane wave will persist until a
new interaction occurs. If an interaction occurs on one side
(electron) of this free wave, the whole system will be affected
at the same time due to the characteristics of nonlocal waves,
so the other side (positron) will also “experience the same in-
teraction at the same time”. This can be said to be the mech-
anism of entanglement.

5.2 Scattering

In the case of elastic scattering, there is no change in the
energy of the incident particle. That is, since ∆p0 = 0 and
|P⃗′| = |P⃗| hold, the incident wave and the reflected wave have
the same wavelength, so it is predicted that wave collapse
will not occur when they interact. Assuming that the inter-
action occurs within the range of ∆t during elastic scattering,
∆pµ = 0 and f1r = 1/3 just before and after the interaction,
so the following free wave equation is established(

iγµ∂µ −
1
3

m
)
Ψ = 0 . (17)

On the other hand, in inelastic scattering, there is a change
in the energy of the incident particle and the target particle.
This means that the properties of the wave before and after
the interaction are different. The mechanism that enables this
process is the concept of wave collapse discussed in section
4. During inelastic scattering, a nonlocal wave instantly col-
lapses and becomes a particle state. In this particle state, en-
ergy and momentum are exchanged, and as a result, a new
wave corresponding to new energy and momentum is formed.
We will now present a model for this wave collapse.

When an interaction occurs in a local region in space-
time, the modified Dirac equation is also applied only in a
local region. In this case, f1r and f2r must, of course, be
quantities defined in a local region. Therefore, f1r and f2r

must be corrected to converge to 0 at large xµ. In this case,
the collapse of the wave inevitably occurs.

In order to model the wave collapse during inelastic scat-
tering, we introduce a damping factor ϵµ that satisfies the fol-
lowing condition

xµ =
(
t,
∣∣∣x⃗ ∣∣∣ n̂x⃗

)
, ϵµ =

(
ϵ0,

∣∣∣⃗ϵ ∣∣∣ n̂ϵ⃗)
e−ϵµxµ → 0, as xµ → ∞, for n̂x⃗ · n̂ϵ⃗ = −1 .

(18)

And if the new 4-momentum p′µ is defined as follows,
the modified Dirac equation and f ′1r, f ′2r are as follows. For
simplicity, we will discuss wave collapse for the special case
∆pµ = apµ (a is a real number)

p′µ = pµ − iϵµ{
iγµ∂µ −

(
f ′1r + a f ′2r

)
γµp′µ

}
Ψ = 0 .

(19)

where

f ′1r =
1
3

Re
(

e−ix·p′

e−ix·p′ + 2
(
e−iax·p′ − 1

) )
=

1
3

Re
(

e−ϵ·xe−ix·p

e−ϵ·xe−ix·p + 2
(
e−ϵ·xe−iax·p − 1

) )
f ′2r =

2
3

Re
(

e−iax·p′

e−ix·p′e−ix·p + 2
(
e−iax·p′ − 1

) )
=

2
3

Re
(

e−ϵ·xe−iax·p

e−ϵ·xe−ix·p + 2
(
e−ϵ·xe−iax·p − 1

) ) .
(20)

In (20), both f ′1r and f ′2r converge to 0 at large xµ by e−ϵµxµ

factor. Now let’s find the solution of (19)

∂µΨ = −
i
3

p′µ
(
1 + S ′

)
Ψ

where S ′ (x) = Re
(

2 (a − 1) e−ϵ·xe−iax·p + 2
e−ϵ·xe−ix·p + 2

(
e−ϵ·xe−iax·p − 1

) ) .
(21)

Ψ = c exp
{
−

i
3

p′µ

∫ xµ (
1 + S ′

)
dx′µ

}
= c exp

{
−

i
3

(
xµpµ + pµ

∫ xµ

S ′dx′µ
)}
×

× exp
(
−

1
3
ϵµxµ −

1
3
ϵµ

∫ xµ

S ′dx′µ
)
.

(22)

As expected, since the factor e−
1
3 ϵµxµ exists in Ψ, it converges

to 0 at large t. This means the collapse of the wave.
Of course, these results are different from the concept

of simultaneous wave collapse of nonlocal waves discussed
above. The reason is the fundamental limitation of the mod-
ified Dirac equation. Since the modified Dirac equation does
not accurately represent the behavior of non-local waves, but
approximates it to the behavior of local waves in continuous
space-time, it cannot describe concepts such as simultaneous
collapse of waves. But, it can be said that it has value as a
model of wave collapse. On the other hand, in the interaction
such as the bound state, there is no phenomenon such as wave
collapse, but a standing wave is formed, so the modified Dirac
equation representing the behavior of a local wave represents
the exact behavior of the wave.

6 Conclusions

One of the most important concepts inferred from the dis-
cretization of time is the nonlocality of matter and electro-
magnetic waves. The nonlocality of waves can naturally cause
wave collapse when interacting. This state of wave collapse
means particle nature and also corresponds to the quantum
state. What this paper concludes about the wave-particle du-
ality is that particle and wave properties are not selected by
matter according to circumstances, but are determined only
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by the way of interaction. It is done by analysis of the modi-
fied Dirac equation.

Interactions can be divided into bound states and scatter-
ing, which are all described by the modified Dirac equation.
Quantum conditions can be obtained in a bound state, which
is expected to be the same as in conventional quantum me-
chanics. Scattering can be divided into elastic scattering and
inelastic scattering, both of which are forms of interaction.
Elastic scattering is related to wave nature and inelastic scat-
tering is related to particle nature. According to the analysis
of the modified Dirac equation, the wave nature is expressed
in all bound states and elastic scattering. An example is the
Davisson–Germer experiment which demonstrates the wave
nature of electrons. The particle nature correspond to the case
of inelastic scattering. Examples include the photoelectric ef-
fect and Compton scattering.

The particle nature resulting from the collapse of nonlo-
cal waves encompasses the quantum concept of the existing
quantum mechanics, and the nonlocal wave concept encom-
passes the existing classical field. For matter (nonlocal waves,
and particle nature due to wave collapse), and for electromag-

netics (classical fields, nonlocal waves, and particle nature
due to wave collapse), each stage of existence participates in
interaction as a physical reality.

Received on August 1, 2023
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Quantum thermodynamics strives to extend classical thermodynamics and nonequilib-
rium statistical physics to ensembles of sizes below the thermodynamic limit with the
full inclusion of quantum effects. This paper uses the nonrelativistic quantum mechan-
ics of a lone system in a thermal bath to relate its wave function’s local phase to Lorentz-
Faraday forces acting thereon. In the intake of heat from its surroundings, such a sys-
tem’s entropy increases with the gain connected to the gradient field of its local phase
whose subharmonicity within the boundary of its volume is a necessary and sufficient
condition for it to comply with the second law of thermodynamics (SLT). The thermo-
dynamic arrow of time necessitates irreversible over reversible processes as determined
by the gradient field of the phase. Conservative Lorentz-Faraday forces identified herein
impress on the system to engender irreversible (reversible) change and entropy gain (sta-
sis) in its exchange of heat with its environment under the discernment of the thermo-
dynamic arrow of time and regardless of the time-reversal symmetry of such venerable
frameworks as electrodynamics and quantum mechanics. Entropy production is great-
est when the local phase is subharmonic within the system’s nominal volume. A means
of time-averaging entropy and free energy changes under nonstandard-state conditions
with the accommodation of phenomenological relaxation is provided. Both the SLT and
Faraday’s law of induction are of similar vintage and status. Surprisingly, they share a
hitherto unrecognized connection at the microscopic level. Faraday’s law of induction
is shown to hold for a lone system provided the gradient of its local phase is finite, a
necessary and sufficient condition for it not to present with its alleged paradoxes and
contradictions despite its technological successes rivalling those of the SLT. There is no
evidence to deny the successes of both the SLT and Faraday’s law for science and tech-
nology. In compliance with Earnshaw’s theorem, the potential of the Lorentz-Faraday
force is shown to stabilize a lone system just like the Coulomb (or Newtonian) potential
while continuing to fulfill the virial theorem. A consequence of the time asymmetry of
entropy is the impossibility of travel to the past as to cause entropy changes to decrease
contrary to the SLT. Further consequences of entropy’s time asymmetry include at least
the nonexistence of magnetic monopoles, the observed matter-antimatter asymmetry in
leptonic and baryonic matter, and the role of axion-like particles in accounting for the
absence of charge-parity violations in strong interactions without necessarily answering
for dark matter. Within the range of validity of gravito(electro)magnetism, dark energy
is identified as the work done by the Heaviside analog of the Lorentz-Faraday force in
causing the accelerated expansion of the Universe without reference to either a finite
cosmological constant or an unstable vacuum state transition. In the practice of reduc-
tionism, macroscopic physics supervenes upon the microscopic, the SLT being the most
conspicuous exception to that superfluous tenet. The supersedence of classical thermo-
dynamics over quantum mechanics and electrodynamics across spatio-temporal scales
ranging from an individual quantized system to its known Universe has been shown
herein. Additionally, in showing that reversible (irreversible) processes are affiliated
with the particle (wave) behavior of matter, attention has been drawn to a heretofore
overlooked connection between the different roles of classical thermodynamics and
quantum mechanics and electrodynamics in respect to arrow-of-time asymmetry and
wave-particle duality.

1 Introduction
1.1 Background and purpose
Charge conjugation (C), parity (P), and time (T) are the three
most important discrete symmetries and hold for all physical
phenomena in Nature: C symmetry conjugates all charges, P
symmetry flips spatial orientations, and T-symmetry reverses

the direction of time. The CPT theorem [1] asserts that any lo-
cal field theory that is invariant under Lorentz transformations
must also be invariant under the combined operation of the
three discrete transformations for all fundamental interactions
with causality and energy positivity as obligatory, if stealth,
constraints [2,3, for e.g.]. The CPT triad is an exact symmetry
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with any combination short of the three being a violation of
the remainder so that, for example, a violation of CP symme-
try is equivalent to a violation of T-symmetry [4]. Essentially,
the CPT theorem links the charges C (matter and antimatter)
of states with their spacetime PT symmetries. These sym-
metries are broken in the known Universe as first acknowl-
edged in the early 1950’s with the revelation of P asymmetry
in weak interactions by Lee and Yang [5] and quickly con-
firmed by Chien-Shiung Wu and her team [6].

T-asymmetry is what gives rise to our experience of the
passage of time. Its basis is the second law of thermody-
namics (SLT), the only T-asymmetric law in physics, one
which stipulates that the entropy of a system can never de-
crease. Time symmetry ensures that physical laws follow
their time-reversed paths when we imagine reversing time.
The SLT says differently. Max Planck, thermodynamicist and
one of the founders of quantum physics, remarks [7, loc. cit.,
pp. 103–104] in respect to the SLT that:

The limitations to the law, if any, must lie in the
same province as its essential idea, in the ob-
served Nature, and not in the Observer. That
man’s experience is called upon in the deduction
of the law is of no consequence; for that is, in
fact, our only way of arriving at a knowledge of
natural law. But the law once discovered must
receive recognition of its independence at least
in so far as Natural Law can be said to exist in-
dependent of Mind. Should any one deny this,
he would have to deny the possibility of natural
science.

Planck foresaw that a myriad versions of the SLT would be
proposed [8–10, for e.g.], not by Nature but by Mind.

T-symmetry is the symmetry of most physical laws under
a time-reversal transformation. Physical processes – whether
classical or quantum mechanical – are time-symmetric and
following Newton’s lead, Maxwell, Einstein, and Schrödin-
ger expressed their respective theories in terms of determinis-
tic equations necessitating initial and occasionally boundary
conditions on the collegial assumption that there was a begin-
ning and an ambient space from where such evolutions would
occur.

It has been known [11] for some time that electroweak
interactions in neutral K mesons exhibit a small violation of
CP symmetry. Direct CP violation was observed in the KTeV
Collaboration [12] so that, by the CPT theorem, T violation
must occur. Independently of the CPT theorem (i.e. no as-
sumptions about CP or CPT violation or invariance were ma-
de), direct detection of T reversal violation was achieved by
the BaBar Collaboration [13] proving that the laws of physics
are not identical whether time runs forwards or backwards.
So far, CP violations have not been observed [14, 15, et pas-
sim] in strong interactions and since there is no known reason
for this absence it is referred to as the strong CP problem.

An extensive body of work exists on attempts to measure per-
manent electric dipole moments (EDMs) of subatomic parti-
cles which, with their spin angular momenta, would directly
violate both CP and T symmetries [16, et passim]. Current
searches for T reversal violations through precision labora-
tory measurements of the EDMs of atoms and molecules [17–
23] are now sufficiently sensitive to detect signatures of some
particles with masses of more than 10 TeV. There are many
experiments [24, for e.g.] attesting to the inviolability of CPT
in Nature. Among the phenomena that the Standard Model
of Particle Physics (SM) – and extensions beyond the SM –
do not explain include the absence of magnetic monopoles,
matter-antimatter asymmetry, neutrino masses, supersymme-
try, and gravity. While the possibility of CP violations in the
baryon sector was anticipated in 1958 by Okubo [25], it is
only lately that such effects beyond the SM have been ob-
served [26, 27].

Nor does the SM provide the connection between mi-
croscopic T violations and irreversibility in thermodynam-
ics. Discrete symmetries have just recently been investigated
with entangled neutral kaons [28] and in ortho-positronium
decays [29]: neither investigation drew any connection be-
tween their null results with the T-asymmetry of the SLT as
established herein. That T-symmetry is counterintuitive is
generally excused by the claim that the SM handles only lo-
cal properties, not global ones like entropy. One outcome of
this paper is to provide that connection in which the two rub
shoulders to the advantage of entropy and its governing SLT.

The Standard Model of Cosmology (SMC) is based on the
SM and the General Theory of Relativity (GTR) [30, for e.g].
It also depends on several additional assumptions: that the
Universe was created in the Big Bang from pure energy; that
the known mass-energy content of the Universe is given by
luminous matter whose gravitational interaction is described
by the GTR; and the cosmological principle by which the idea
that the Universe is homogeneous and isotropic on cosmic
scales was popularized. The Λ Cold Dark Matter (ΛCDM)
variant of the SMC, with six free parameters and several ans-
atzes, posits that only ∼ 5% of the content of the Universe
is in the form of baryonic matter with the balance comprised
of cold, slow-moving dark matter – invisible matter that in-
teracts with baryons via gravity alone and thought to make
up ∼ 25% of the total mass content in addition to dark en-
ergy – a repulsive force inferred from observational data of
type Ia supernovae and thought to promote the accelerating
expansion [31, 32] of the Universe against gravity and ac-
counting for ∼ 70% of its matter-energy inventory. Cold dark
matter is thought to have clumped into large masses which
gravitationally attracted baryonic matter, forming the large-
scale structures of the Universe. Remnants of dark matter
clumps are observed as halos surrounding galaxies. Currently
the primary candidates for dark matter are primordial black
holes [33], axions [34], sterile neutrinos [35], weakly inter-
acting massive particles (WIMP) [36, et passim], and the lat-
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est, erebons [37]. Despite a wealth of evidence favoring their
existence [38, 39, for e.g.], neither dark matter [40] nor dark
energy [41] have been conclusively detected to date.

With improvements in the accuracy of cosmological ob-
servations, so too do challenges [42] to ΛCDM appear. Alter-
natives [43, 44, et passim] to ΛCDM that dispense with dark
matter, dark energy, or both do so [45] by altering the known
long-range nature of gravity, an approach not without its own
perils and pitfalls [46, 47]. As with the SM and its shortcom-
ings, the ΛCDM, for all its successes, cannot explain such
key concepts in our understanding of the known Universe as
dark matter, cosmic inflation [48], dark energy, and with the
advent of the JWST data, the surprising appearance of mas-
sive candidate galaxies [49–51] within ∼ 600 Myr of the Big
Bang.

First introduced by Sadi Carnot [52] and Rudolf Clau-
sius [53], the concept of entropy in classical thermodynamics
related to systems away from equilibrium. What is meant
here by entropy is that which the early adopter of Bayesian
probability [54], the physical chemist Linhart [55–57] con-
sidered in deriving an expression for the heat capacity as a
function of temperature from classical thermodynamic prin-
ciples that he then successfully applied to the experimental
standard entropy data of many substances over a broad range
in temperature. As Bekenstein remarked (Scientific Ameri-
can, April 1, 2007), “This law is central to physical chem-
istry and engineering; it is arguably the physical law with
the greatest impact outside physics.” Without regard to the
microscopic details of a system, thermodynamics is tasked
with identifying which operations are technically feasible and
which resources can be exploited to effect economically sus-
tainable state transformations. Generally, macroscopic phe-
nomena are not time-reversal invariant, prompting Edding-
ton [58] to term this dichotomy in the nature of time as the
thermodynamic “arrow of time”.

Statistical mechanics was developed later and applied to
many-bodied systems at or near equilibrium by such luminar-
ies as Gibbs, Boltzmann, Planck [7] et inter alia. Discounting
any perceived disrespect, that framework and its principles,
in the absence of evidence to the contrary, does not regulate
a single molecule or its known Universe. Just so, a horde of
molecules in their Universe(s) are subject to the SLT without
exception. This is the primary premise of this paper.

Many papers and books [59–70, for e.g.] intended to pro-
vide an explanation of the arrow of time focus on the ini-
tial (and to a lesser extent, boundary conditions) of the Uni-
verse whose initial conditions unknown [71, 72, et passim].
Feynman [73, loc. cit., p. 116]’s “past hypothesis” posits that
the early Universe had low entropy in compliance with the
SLT. Subsequently, Roger Penrose argued [74, 75, et passim]
that the curvature of the Weyl tensor vanishes at any initial
singularity (including the Big Bang) so that the evolution of
the Universe be close to a Friedman-Robertson-Walker model
of matter in near perfect thermal equilibrium at ∼ 1015 K '

1 GeV whose gravitational degrees of freedom remain unex-
cited until triggered at the ∼ 375,000 yr cosmic microwave
background (CMB) milestone in the aftermath of a low-entro-
py constraint as had been hypothesized by Feynman.

Penrose [76] proposed a conformal cyclic cosmology
(CCC). This is an eternal recurrence process, whereby uni-
verses are spawned, grow, and die in a sequence of aeons,
with post-evaporating black holes and the arguable loss of in-
formation [77] at their singularity leaving traces of Hawking
points (large temperature gradients between ring-like anoma-
lies) of their primordial existences in the CMB of progeny
universes based on evidence [78, for e.g.] that has so far failed
to hold up to scrutiny [79–81]. By hypothesis, aeons have nei-
ther a beginning nor an end and contain only massless parti-
cles, photons and gravitons. Penrose’s theory includes the ex-
istence of erebons, hypothetical heavy particles with masses
of about the Planck mass that are candidate particles for dark
matter but which are ultimately unstable since at the end of an
aeon there must be an absence of mass to get to the conformal
invariance pivotal to CCC.

It is a popular claim that because entropy is an exten-
sive property, the reason violations of the SLT are not seen is
due to molar statistics: as systems reduce in size, fluctuations
(sic uncertainties) increase so that violations ought to become
more probable. Challenges to the SLT and proposals for its
replacement abound [8–10,82–84, for e.g]. However, without
their independent verification including computer simulations
that openly demonstrate the positivity∗ of dynamics [85, 86],
the SLT is indomitable regardless of premature reports of its
putative demise.

Pioneering work by Hill [87] in the early 1960s showed
how thermodynamics could be applied to many small systems
– aerosols, colloids, dust, and nanosystems. The thermody-
namics of small systems has taken on a new importance due
to the development of nanoscience, with thermodynamics as
applied to nanoscale particles being now known as nanother-
modynamics [88, 89]. The nanothermodynamics community
has for some time broadened its enquiries into the single-
molecule domain beyond the thermodynamic limit [90–93]
without invoking quantum phenomena. Quantum thermo-
dynamics [94, 95] tries to go even further by striving to ex-
tend classical thermodynamics and nonequilibrium statistical
physics to ensembles of sizes below the thermodynamic limit
with the full inclusion of quantum effects, even for nanoscale
objects [96] and single trapped quantum systems [97]. It dif-
fers from statistical mechanics in its attention to dynamical
processes out of equilibrium [98]. Kosloff [99] has provided a
perspective on a dynamical view of quantum thermodynamics
in which the laws of thermodynamics are true in any quantum
circumstance [100, et passim].

Extending thermodynamics beyond its bulk matter limits

∗Adjusting what should be a positive solution to zero on first detecting
it going negative is an all too-common programming practice.

Gerald F. Thomas. The Arrow of Time and Its Irreversibility 117



Volume 19 (2023) PROGRESS IN PHYSICS Issue 2 (December)

is increasingly prevalent in the push towards the fabrication of
miniaturized systems offering technological advantages. The
main benefit of single-molecule investigation is the decon-
struction of ensemble averages to provide information about
complex systems since in natural systems the average out-
come of the group is rarely the same as the outcome of the
individual which may be all that is important. Ensemble aver-
ages depend on probability distribution functions and a med-
ley of principles and assumptions that are not applicable to
a lone system. Even though the time average of an observ-
able of a system is directly related to experiment, empiricism
has lost favor lately to computer simulation that replaces av-
erages over time by instantaneous averages over an ensemble.
Quantum mechanics governs the dynamics of individual sub-
atomic, atomic, and molecular systems with well-predicted
outcomes. Whether a system is small (a molecule) or not (the
known Universe) is relative to its context and how that affects
it and our attention to it.

Interest in single molecule behavior received a signifi-
cant boost following Neher and Sakmann’s 1991 award of
the Nobel Prize in Physiology or Medicine for discoveries
revealing the function of single ion channels via their devel-
opment of the patch clamp technique (Scientific American,
March 1992) through which biological scientists could inex-
pensively isolate ion channels of cell membranes that engage
in cellular signaling processes. This resulted in a momentous
revolution in cell biology – unseen in physics notwithstanding
Schrödinger’s What is Life manifesto proclaiming physics’
dominance over biology – leading to greater understanding
of disease mechanisms and the discovery of new therapeutic
drugs. As recently as the early 1980s, the notion of cell mem-
branes and their information networks of single ion channels
were being challenged by the now debunked [101] and ob-
durate belief [102] that the cell and even life itself is expli-
cable in terms of the “nano-protoplasm” whose function and
properties are inextricably tethered to the framework of sta-
tistical mechanics. The rapid progress in quantitative single-
molecule measurements are well documented [103, 104, et
passim] and contrast with the obsolete “new view” [105, et
passim] energy landscape ensemble approach to the protein
folding problem which relies almost exclusively on computer
simulation of the chemical physics modeling [106, 107] of
such.

X-ray crystallography and cryo-electron microscopy have
traditionally allowed the imaging of biomolecules at the ato-
mic level using samples that have been crystalized at ultra-
cold temperatures. Atomic force microscopy (AFM) of mole-
cules allows them to be probed under more physiologically
appropriate conditions. A localization image reconstruction
algorithm [108] can process data from multiple scans of sin-
gle molecules and can even be used retroactively to reveal
new details hidden in old AFM data. Instead of observations
on hundreds of molecules, the same molecule is observed
hundreds of times in calculating a high-resolution map. Such

a map, from the same molecule as it transits from one con-
formation to the next and not from thousands of molecules
in one or the other conformation, mitigates the potentially
misleading results that can occur when averaging data from
many molecules when only one matters. Advances in single-
molecule microscopy have evolved to permit the study of sys-
tems ranging from small molecules to living cells with the
prospect of revolutionizing the modern biosciences [109–111,
for e.g.].

In principle, reliable structural information in conjunction
with the use of computational methods should guide structu-
re-based screening to drug discovery and design. Long after
Dirac [112, loc. cit., p. 714] advised that it “. . . becomes de-
sirable that approximate practical methods of applying quan-
tum mechanics should be developed, which can lead to an
explanation of the main features of complex atomic systems
without too much computation,” such pursuit led to the real-
ization [113, loc. cit., p. 109] of the “central embarrassment
of molecular mechanics, namely that energy minimization or
molecular dynamics generally leads to a model that is less like
the experimental structure,” whether through such excuses as
deficiencies in force fields (potentials), limitations in compu-
tational power allegedly to be solved with supercomputers of
the past but now demanding quantum computers of tomor-
row, artifacts in structures [114] that result from collecting
crystallographic data under cryogenic conditions to minimize
radiation damage, etc.

With its roots in phenomenology, Clausius’ inequality de-
fines the change in entropy for a cyclic process (including
full-body immersion in its surroundings) and its role as a
measure of the dispersal of energy or heat at a specified tem-
perature. If the amount of energy added by heating and the
temperature can be measured during the process, Clausius’
inequality can be used to determine whether the process is re-
versible or irreversible by carrying out the integration in the
inequality. The following provides an alternative way of dis-
tinguishing between the two extremes for systems whose no-
tion of work is no different than that in all of physics even if
their dynamics is governed by time-reversible quantum me-
chanics without resort to any particular entropy functional.

Introduction of the concept of entropy and its permissi-
ble changes through Clausius’ expression of the SLT pre-
dates both Gibbs’ notion of the statistical ensemble and Boltz-
mann’s specific entropy functional connecting the macrosco-
pic system with the probabilistic populations of microscopic
states amenable to that ensemble. Unlike thermodynamics,
Boltzmann-Gibbs statistical mechanics, whatever its success-
es, has limited domains of applicability as known to its prac-
titioners, including so-called anomalous systems that have
strong long-range effects, nonlocal correlations between dif-
ferent subsystems of a system, nonMarkovian behavior, vi-
olations of reductionism for such thermodynamic properties
as entropy and internal energy, etc. Having found no sys-
tematic way to uniquely determine how to describe the en-
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tropy of dynamical systems who survey their configuration
spaces in ways more complex than prescribed by ergodic-
ity, Tsallis [115] proposed a nonextensive (nonadditive) mea-
sure [116] which generalizes Boltzmann-Gibbs extensive (ad-
ditive) metric to deal with such anomalous systems. The
Boltzmann-Gibbs and Tsallis entropies are each time invari-
ant and applicable at best to systems at or near thermal equi-
librium. Neither of these entropies are a priori applicable to
nonequilibrium systems which is why here, in consideration
of a single molecule, no appeal to either extensive or nonex-
tensive statistical mechanics is made but rather to classical
thermodynamics, electrodynamics, and quantum mechanics
as appropriate descriptors in their respective macroscopic and
microscopic milieus. Time-dependent entropy changes are
given by Clausius’ inequality as follows from his formulation
of the SLT on the basis of a cyclical thermodynamic process
to distinguish an irreversible from a reversible change of a
lone system in a thermal field.

Thermodynamic systems under sentient observation are
embedded in the known Universe and are never “isolated”
[117] or “notional”: they are either closed or open, closed
if they exchange only heat with their environment and open
if they exchange mass with or without the exchange of heat
with their surroundings. For all their intrigue, such quasi “iso-
lated” systems as Bose-Einstein [118, 119] and Fermi-Dirac
[120] condensates do neither and are of no interest here. Ac-
cording to the SLT, systems of interest generate entropy in a
time-asymmetric way in accord with the macroscopic concept
of entropy and common experience. That classical and quan-
tum dynamics and electrodynamics suggest otherwise has led
to a deluge of researches in recent years that offer explana-
tions for this so-called time-reversal symmetry breaking or
claims that the SLT is subject to regular violations. Here, the
primary intent is to show that, at the microscopic level, en-
tropy is T-asymmetric and requires neither the intercession of
time-reversal symmetry breaking mechanisms nor assent to
the belief that the SLT can be controllably broken.

The purpose of this paper is to provide the physical basis
for the SLT’s T-asymmetry from T-symmetric quantum me-
chanics and electrodynamics without obliging either of them
to relinquish their mutual time-reversal invariance. The route
to this is simple if somewhat circuitous relative to that of
Stenger [121, loc. cit., 3972]’s, say:

It is hard to see how the breakdown of T-symme-
try at the microscale implies time irreversibility
at the macroscale, although I am not prepared to
rule it out,

an opinion easily brought up to speed as will be shown by
beginning in the first instance at the molecular scale before
moving on to reveal that the same considerations apply in
larger-scale self-gravitating systems.

Materials and structures are the products of the evolution
of the Universe. How they appeared and their subsequent

transformations are pivotal to our understanding of the Uni-
verse and our place within it. All dissipative structures in the
Universe including all forms of life, owe their existence to
the fact that the Universe started in a low entropy state and
has not yet reached equilibrium [122, et passim]. Deep con-
siderations of such phenomena are beyond the scope of this
paper and its specific purpose: to explain why the arrow of
time is asymmetric regardless of the time-reversal invariance
of quantum mechanics and electrodynamics.

The paper uses the nonrelativistic quantum mechanics of
a single molecule to relate its wave function’s local phase to
forces acting on its nuclei and electrons in the presence of
a thermal environment. In the intake of sensible heat from
its surroundings, such a molecule’s entropy increases with
the gain in entropy determined by its molecular structure as
connected to the gradient field of its wave function’s local
phase whose subharmonicity is shown to be a necessary and
sufficient condition for it to comply with the SLT. The ther-
modynamic arrow of time necessitates irreversible over re-
versible processes as determined by the gradient field of the
local phase. Conservative Lorentz-Faraday forces impress-
ing on the nuclei and electrons of the molecule engender irre-
versible (reversible) change and entropy gain (stasis) in its ex-
change of heat with its environment under the discernment of
the thermodynamic arrow of time and regardless of the time-
reversal symmetry [123], [124, cf. Ch. 26] of quantum me-
chanics or electrodynamics. The implications of the gradient
of the local phase on entropy production and Faraday’s law
of induction are also explored. Additionally, it is shown that
in a heat bath a molecule in molar amounts is stable provided
its internal electrodynamic potential is subharmonic within its
nominal volume V , a fact first anticipated long ago by Earn-
shaw [125]. This leads into the question of molecular stability
as gauged by the virial theorem and by extension to the sta-
bility of self-gravitating objects.

A molecule – with its myriad of allowed relative motions
determined by its stabilizing potential in analogy with the vi-
brations of an oscillating string – serves here as a spoiler to its
Universe and its equally important if less familiar subsystems.
The paper draws a comparison between a single molecule de-
scribed quantum mechanically in the nonrelativistic limit and
its Universe treated in the weak field limit of general rela-
tivity, each interrogated under similar thermal circumstances,
prior to their respective destinies in anticipation that across
such disparate spacetime scales what one learns might sur-
prise in their similarity and simplicity.

1.2 Notation

Rationalized Planck units are used throughout unless other-
wise indicated (wayward 4π’s excepted). The gradient ∇ for-
mally operates on vector and scalar fields drawn from a Eu-
clidean space whose fiber bundle is a trivial Cartesian product
mapping Rn = RM × rN of the molecular structure of an elec-
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trically neutral molecule of M nuclei (base, R with gradient
∂/∂R = ∇R) of known elemental composition (atomic num-
ber Zi, i = 1,M) and the coordinate space (fiber, r with gradi-
ent ∂/∂r = ∇r) of its N electrons so that each of the n = M+N
elements of x lies in R3. If mk j > 0, j = 1, 2, 3; k = 1, . . . , n
are the masses of the particles and [] denotes the integer part,
k j = 1 + [( j − 1)/3] in order that all three coordinates of a
particle relative to a body-fixed origin in the observer’s frame
at the center of mass are scaled by the same mass. The ki-
netic energy, its virial, and related quantities of any system
of interest (be it an atom, molecule, ion, the known Universe,
etc.) free from the clutter of the masses of nuclei and elec-
trons are expressed here as Lebesgue integrals whose oper-
ative measures (for volumes V , positions x, etc.) use mass-
weighted coordinates. The only limit on n is that imposed
by Nature [126, et passim] so that neutral (i.e.

∑M
i=1 Zi = N)

polyatomic molecules (governed by the Coulomb potential)
or the known Universe (governed by the Newtonian poten-
tial), while their sizes cannot estimate a priori, both are n ≥ 4-
body systems whose dynamics are unknown and perhaps even
unknowable. The inner product 〈x,y〉 of x, y ∈ Rn is a scalar
as is the Euclidean norm ‖x‖ =

√
〈x,x〉. An orientable surface

∂V has a unit normal n̂ = ∇V/|∇V | at a regular point where∗

∇ = ∇R × ∇r and is undefined at a critical point where ∇V
vanishes. The normal n̂ to V twists and turns from regular
point to regular point as the boundary ∂V bends in different
directions, behavior captured by the local self-adjoint shape
operator S = −∇ · n̂ [130, cf. Ch. 5], [131, cf. Ch. 6, Ex. 11,
pp. 141–142]. The directional derivative of V at a regular
point is Dn̂V = ∇V · n̂ = ∂V/∂n̂ which is a maximum of |∇V |
(minimum of −|∇V |) when n̂ is in the same (opposite) direc-
tion as (to) n̂, respectively. The eigenvectors and eigenvalues
of S provide the principal directions and principal curvatures
of V , respectively. The principal directions specify the direc-
tions a curve embedded in V must travel to have maximum
and minimum curvature, these being given by the principal
curvatures. Quantum expectation values are denoted by an-
gular parentheses 〈�〉 and their time averages by an over bar
〈�〉. Without loss of generality, generic functions are smooth
with compact support C∞(Rn).

1.3 Outline

The article is organized as follows: In the next section, the
thermodynamics of a single molecule in contact with a heat
bath is considered. This is followed by consideration of the
Faradaic induction of a single molecule. In the succeeding
section the relation of the two featured topics are discussed in
detail. The central finding of the T-asymmetry of entropy is

∗Finite binary cross products × exist only in R3 and R7 [127]. Their
extension to Rn is through the Hodge dual of the exterior product ∧ of n − 1
vectors in Rn and their Gramian determinant [128, cf. Ch. 7], [129, cf. Ch. 8].
The use here of vector calculus instead of the exterior calculus of differential
forms is that it more clearly serves as the universal lingua franca of general
physics for the disparate topics under discussion.

shown to rest on the hypothesis that the thermodynamic arrow
of time is set by the local phase of the wave function of the
system of interest whose falsifiability is illustrated through a
number of demonstrations for self-gravitating systems. The
requirement that the phase be subharmonic in a volume under
curvature flow is emphasized whatever the size and shape of
the system.

It is not the intent here to calculate the entropy in any
system, be it a single molecule or any other particle or struc-
ture in its known Universe, but rather to point out that, what-
ever their fate in a thermal field, the T-asymmetry of entropy
changes will feature in their evolution until it hardly matters.
Both experimental demonstration and computer simulation
are outside the scope of this paper. Equally, deliberations of
generalized thermodynamics specific to black holes are not
part of this paper.

2 Thermodynamics in a thermal field

Recall that quantum theory distinguishes between two types
of system states, viz. pure and mixed [132]. A system in a
pure state possesses both a well-defined probability ampli-
tude and phase. In contrast, the mixed state describes a sys-
tem whose phase information is incomplete. Since the den-
sity matrix % for a system to be in a statistical ensemble of
different pure states is a positive semi-definite, self–adjoint
operator, it has a spectral decomposition % =

∑
i λi|ϕi〉〈ϕi|

where |ϕi〉 are orthonormal state vectors with λi > 0 and∑
i λi = 1. % evolves via the von Neumann equation %̇ = [H, %]

where H is the Hamiltonian operator of the system. The
von Neumann entropy of the ensemble of pure states is [133]
S (%) = −

∑
i λi ln λi = −Tr(% ln %), with the number of states

needed to describe the system being the number of eigenval-
ues λi of %, each of which provides the weight of its respective
state. Thus, S (%) > 0 for a mixed state and S (%) = 0 for a pure
state (with λ1 = 1). As % = |ψ〉 〈ψ| casually goes from a pure
(Tr(%2) = 1; S (%) = 0) to a mixed (Tr(%2) < 1; S (%) > 0)
state, the entropy gain ∆S increases. For mixed states the en-
tropy measures how far the state is from being pure. Apart
from a factor of kB ln(2) involving the Boltzmann constant,
Gibbs thermodynamic entropy is identical to the von Neuman
entropy and is most relevant for systems with a large number
of degrees of freedom.

Consider a single molecule in a pure state ψ(x, t) of charge
density ρ(x, t) = |ψ(x, t)|2 that is (−1)2s-symmetrized for bo-
son (s, integer spin) and fermion (s, half-integer spin) co-
ordinates [134, et passim]. The molecule is free of spatial
confinement other than that provided by the Coulomb poten-
tial. Nuclei with integer spins are bosons and those with half-
integer spins are fermions as are electrons which are spin 1/2
elementary particles. Both ψ(x, t) and the operator O(x, t) are
time dependent in the interaction picture of quantum dynam-
ics. A state is pure if the density matrix % = |ψ〉 〈ψ| for some
unit state vector ψ so that %2 = % and the expectation value
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of a self-adjoint operator O is 〈O〉 = Tr(%O) = 〈ψ,Oψ〉. Pure
states are relevant if they come from the ground state in which
the first excited state has a large energy gap that exceeds
∼ kBT at the absolute temperature T . If O has a complete set
of eigenvectors φ j with real eigenvalues o j, then 〈ψ,Oψ〉 =∑

j o j|〈ψ|φ j〉|
2 where the o j’s are the possible outcomes of the

measurement of O and |〈ψ|φ j〉|
2 is the transition probability

that this outcome occurs. This choice of state is consistent
with Bridgman [135]’s operationalism with the inclusion of
quantum mechanical considerations by Giles [136, 137] in a
rigorous formulation [138] of thermodynamics. By and large
the paper adopts the Ithaca [139] interpretation of quantum
mechanics.

It is always the case that ψ(x, t) complies with the Pauli
exclusion principle (PEP). Any pair of point particles whose
exchange is constrained by the PEP are distinguishable if
their separation is large compared to their de Broglie wave-
length (λth ∼ 1/kBT for massless particles [140] such as the
photon or the graviton). Thus, while symmetrization is of
undoubted importance, it is increasingly less crucial the fur-
ther away from equilibrium a system is driven to where the
very identification of ψ(x, t) is in doubt. Entropy quantifies
the extent to which the exact state of a system of interest is in
doubt and reflects deficits in whatever information is at hand
to correctly make that specification. For arbitrary t, ψ(x, t) is
given. When the system is perturbed, the state evolves with
increasing loss of information or gain in entropy about its cur-
rent condition. The system of minimum entropy evolves via
the time-dependent Schrödinger equation and its probabilis-
tic underpinnings. Subsequent entropy production will be re-
lated in what follows to the spontaneous work done on such
a system in a heat bath by electrodynamic forces internal to
the system and not to a statistical prescription of entropy more
appropriate to an ensemble of such systems at or near thermal
equilibrium.

In electromagnetic theory charge density is idealized as a
smooth scalar function of position to be regarded as a contin-
uous distribution, somewhat like a fluid or field. If the wave
vector in its coordinate x representation is accompanied by an
arbitrary local phase factor, nonrelativistic quantum mechan-
ics is invariant under a local gauge transformation whether
in an external [141, cf. Sec. 22 and 27] or internal [142, 143]
electromagnetic field. In the latter case the evolution of the
probability density ρ = |ψ|2 fulfills the continuity equation,
a quasilinear first-order conservation law partial differential
equation (PDE),

∂ρ

∂t
+ ∇ · j = 0 , (1a)

within a deformable volume element dV centered at x interms
of the divergence of the probability current

j(x, t) = −
i
2

(ψ∗(x, t)∇ψ(x, t) − ψ(x, t)∇ψ∗(x, t)) (1b)

to ensure unitarity at all (x, t) in analogy with the mainte-

nance of mass, charge, and heat balance in continuum me-
chanics, electrodynamics, and thermodynamics, respectively.
When ∇ · j > 0 so that the number density is decreasing in
dV then ∂ρ/∂t < 0 and conversely. If V is large enough to
be essentially unbounded, ψ is square integrable and vanishes
at infinity where Sommerfeld [144, cf. §28]’s radiation con-
dition ensures that infinity is an absorber (sink) but not an
emitter (source) and that once probability current exits the
scene it does not reenter (a rigorous requirement for the exis-
tence and uniqueness of ψ). For future reference, notice that
the current density j(x, t) is an even function of time [145],
i.e. j(x, t) = j(x,−t), under Wigner [123], [124, cf. Ch. 26]’s
prescription for time reversal in quantum mechanics. Re-
call [145] also that the probability density ρ is even in t.

For ψ expressed in polar form as ψ(x, t) = eiθ(x,t)
√
ρ(x, t),

the continuity equation reduces to

∂ρ

∂t
+ ∇ · (ρ∇θ) = 0 (2)

in terms of the probability density ρ and a finite local phase
factor θ which has units of action, i.e. [energy][time] or [mo-
mentum][length]. With ψ being single valued so too is ρ.
Wherever ψ vanishes so too do ρ and j = ρ∇θ.

If ∇θ vanishes so does j and the system is in a stationary
state with normalizable ρ. Here the focus is on the situation
where ∇θ is finite almost everywhere, a circumstance gov-
erned by the Morse-Sard theorem [146,147] to the effect that
critical points at which ∇θ = 0 are few to none compared to
regular points where ∇θ , 0. That said, there are several rea-
sons to support the view that θ is subharmonic (∇2θ > 0) in
V [148, 149], viz.

1. At nodes in ψ, θ = tan−1(Imψ/Reψ) is indeterminate.
If the potential energy part of H has no explicit time de-
pendence, Hamilton’s principal function θ(x, t) (classi-
cally, W) is additively separable in x and t, i.e. θ(x, t) =

φ(x)−Et, where E = 〈ψ|H |ψ〉 is the energy expectation
value for normalized ψ, φ(x) (classically, S ) is Hamil-
ton’s characteristic function, and ∇θ(x, t) = ∇φ(x) is
the time-invariant gradient or relative phase∗. In the
hydrodynamic interpretation [152], [153, et passim] of
quantum mechanics, where substituting ψ = eiθ|ψ| into
the Schrödinger equation gives a system of two cou-
pled PDEs, viz. a continuity equation for ρ treated as a
classical fluid and a surreal quantum potential modifi-
cation of the classical Hamilton-Jacobi equation for θ
which is of O(~2) in the rationalized Planck constant ~,
∇θ = ∇φ is taken to represent the momenta of all par-
ticles (nuclei and electrons), an interpretation adopted
by Schrödinger in formulating wave mechanics follow-
ing both Hamilton’s analogy between geometric optics

∗ Schrödinger [150] explained how he had come upon the wave equation
and identified φ as what he termed the “phase angle of the wave function”
[150, loc. cit., p. 499; p. 505] it regulates, as inspired by de Broglie [151].
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and classical mechanics and de Broglie’s wave-particle
hypothesis [151, 154], [155, cf. Ch. VIII], [156], [157,
cf. Ch. 2.2.4] in which a wave train is associated with
the motion of a material particle, the frequency and
wavelength being related to the energy and momentum
by the Planck-Einstein relation for radiation quanta.
The optico-mechanical analogy invoked by Schrödin-
ger [158] in arriving at his eponymous wave equation
for ψ(x, t) is well documented [159–162] and does not
need to be rehashed here. Suffices to say that in his in-
terpretation and adaption of de Broglie’s “phase wave”
ideas, Schrödinger denied any real meaning to φ since
to do so would imply that one could speak meaning-
fully of electric charge being in a particular place or
following a single path (sic trajectory) in an atom and
capitalized inter alia on two interrelated observations
[163], viz. (i) recognition that the gradients ∇θ(x, t) =

∇φ(x) are normal to the wave fronts or level sets of
θ(x, t), the surfaces of constant action; and, (ii) that
since the light rays of optics are normal to those wave
fronts, so too are particles whose uncertain loci fol-
low the undulations in ∇φ(x) so that the direction of
j = ρ∇φ is locally normal to the level sets of de Broglie
waves∗ of local phase φ. Note that ∇φ is distinct from
the group velocity of its localized wave packet†.
In retracing this optico-mechanical analogy one sees
that to O(~0) the Hamilton-Jacobi equation for the rel-
ative phase ∇φ is

1
2

(∇φ)2 = E −V , (3a)

where V is the potential energy. Schrödinger recog-
nized that (3a) has the solution ei∇ψ whereupon

1
2

(∇ψ)2 − (E −V)ψ2 = 0 , (3b)

and a variational problem [168] on ψ leads to the time-
independent wave equation which he applied to the H

∗In showing the equivalence of his formulation of wave mechanics to
the matrix mechanics approach of Heisenberg et al [164–166], Schrödinger
acknowledged [167, loc. cit., p. 735, fn. 2] his indebtedness to de Broglie’s
extension of wave-particle duality for photons to matter and Einstein’s advo-
cacy of that extension to him.

†The amplitude
√
ρ has no unique position or velocity but is smeared

over space as a wave packet of phase φ. In a double-slit interferometer it
is particles that are detected, not delocalized waves as

√
ρ implies: photons

and particles travel as waves but hit the detector as particles. This raises the
problem of how

√
ρ from its source changes from wave to particle. Bohr

and Heisenberg (in their Copenhagen interpretation of quantum mechanics)
claimed that it was the observer who decides the outcome. ρ is a wave of
probability (via Born’s conjecture, according to which one must expect to
find the particle where ρ is high) provided

√
ρ collapses at the screen regard-

less that it arrived there as a wave travelling through all slits without prejudice
while interfering as a wave enroute to the detector. Just how

√
ρ collapses

is an open question whose resolution endures as the so-called “measurement
problem” whose most popular if arguable rationalization is the many worlds
interpretation of quantum mechanics.

atom and post haste produced its time-dependent equi-
valent wherewith wave mechanics was born [163, et
passim]. At this point φ and ∇φ appear to have fallen
through the cracks to be replaced by all things ψ un-
til de Broglie [151, 154]’s and Madelung [152]’s ear-
lier work was resuscitated by David Bohm in the early
1950s, through his retention of the connection ∇φ =

j/ρ as a guidance law governing particle motions pur-
suant to their deterministic trajectories in what is an ac-
tive alternative [169–171, et passim] to the Copenhagen
interpretation of quantum mechanics with its focus on
probabilistic energy and angular momentum eigenval-
ues, and dubbed de Broglie-Bohm mechanics, pilot-
wave theory, causal interpretation, etc. by its practi-
tioners [172, for e.g.]. Hereon while j = ρ∇φ in terms
of the wave-particle velocity ∇φ and the charge den-
sity ρ = |ψ|2 is acknowledged, Bohmism is otherwise
ignored in proceeding.
Invoking de Broglie [151,154]’s interpretation of Som-
merfeld [173]’s (and Wilson [174]’s) quantization rule,
a condition which ensures that matter waves make stan-
ding waves only at discrete energies, suggests that∮

∂V
da n̂ · ∇φ =

∫
V

dx∇2φ = 2πk , (4)

where n̂ is a unit normal to ∂V on a patch of area da, φ
is both multivalued and subharmonic in V , and k ∈ Z+.
At nodes in ρ, j vanishes but not necessarily ∇φ which
may jump in discrete amounts and, since by Stoke’s
theorem

∫
V dx · ∇ × ∇φ vanishes, there are no accom-

panying vortices should any such jumps occur. A mea-
surement on a system subject to (4) would result in a
jump in its state, a collapse of its wave function ψ fol-
lowing which its phase φ and its gradient ∇φ would
vanish whereupon it would find itself in a reversible
state.

2. The flux of the probability current j has two contribu-
tions, viz.

∇ · j = ρ∇2φ + ∇ρ · ∇φ , (5)

the first of which is positive if φ is subharmonic while
the second governs whether the amount of charge with-
in a differential volume dV is decreasing (increasing)
according as it is of positive (negative) sign.
This allows (1a) to be rewritten as

Dρ
Dt

+ ρ∇2φ = 0 (6)

in terms of the substantial derivative D/Dt = ∂/∂t +

∇φ · ∇. In an Eulerian specification of the flow field
of ρ, the total derivative consists of two terms, the first
∂/∂t of which provides the changes at a fixed position
due to unsteadiness in the flow while the second ∇φ · ∇
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gives the rate at which ρ is convected to that location.
Neither contribution vanishes in an unsteady flow. The
substantive flow of ρ will be accelerating if φ is sub-
harmonic (∇2φ > 0). Physically, pursuit of ρ whether
it relates to a single molecule or any other particle or
structure in its known Universe from a Lagrangian or
an Eulerian perspective is a matter of convenience. For
the present purposes the latter is chosen.

3. If j is decomposed via the Helmholtz-Hodge theorem
[175–178] to the sum of longitudinal and transverse
parts whereby j = j‖ + j⊥ with j‖ and j⊥ being paral-
lel and orthogonal to ∇φ and ∇× j‖ = 0 and ∇ · j⊥ = 0,
respectively, then ρ∇2φ = ∇·j⊥ = 0 and ∇ρ ·∇φ = ∇·j‖,
where for x, x′ ∈ V ⊆ Rn

j‖(x, t) = −

∫
V

dx′
∇′ · j(x′, t)
4π|x − x′|

+

∮
∂V

da′
n̂′ · j(x′, t)
4π|x − x′|

(7a)

and

j⊥(x, t) =

∫
V

dx′
∇′ × j(x′, t)
4π|x − x′|

−

∮
∂V

da′
n̂′ × j(x′, t)
4π|x − x′|

,

(7b)

so that ∇ · j = ∇ · j‖. If V recedes to infinity and j is
regular there, the above surface integrals vanish. This
decomposition of j results in φ being harmonic which
is not pursued for the aforesaid reasons in addition to
the following.

4. By the maximum principle [149, 179], if φ is subhar-
monic in V it attains its maximum on ∂V and not in the
interior of V .

5. In the finale of this paper, an arguably propitious end-
ing to a moribund and timeless Universe [180, 181, for
e.g.] is suggested.

A molecule is a sufficiently stable, electrically neutral
group of at least two atoms in all manner of configurations
and shapes held together by covalent bonds in the long-range
Coulomb field acting between its constituent electrons and
nuclei. It may consist of atoms of a single or different ele-
ments or of isotopes of the same element. Molecules are of
many types and shapes but for each the problem in describing
their nuclear motions differ. The arrangement of their atoms
allows them to rotate coupling to the vibrations of their nu-
clei as well as to the orbital and spin angular momenta of
their electrons. Condensed phases exhibiting metallic bond-
ing, noncovalent bonds (ionic and hydrogen bonds), glasses
(solids in a vitreous state), and materials of several classes
(dielectrics, conductors, semiconductors, insulators, etc.) do
not strictly present as single molecules, that object whose re-
sponse to minimal interrogation is consistent with reduction-

ist inquiry. As a single molecule contacts a heat bath of low-
to-moderate temperature on ∂V it becomes excited: its nu-
clei move with the absorption of photons (vibrational energy)
or rotons (angular momentum energy) and under the aegis
of its Hamiltonian operator the configuration of its electrons
and nuclei changes while endeavoring to maintain stability
as it restores equilibrium through the redistribution of energy
among its low-frequency degrees of freedom. If equilibrium
is unattainable or the heat reservoir is at a high enough tem-
perature the molecule will rip apart, dissociating into other
smaller molecules or sundry reactive fragments (free radi-
cals, atoms, ions, bare nuclei, free electrons, etc.) which
eventually relax to stable entities through collisional deacti-
vation with each other or the spontaneous emission of light.
In macromolecules the transduction of the energy available
falls within physiologically sustainable thermal limits of bi-
ological processes when mediated by specific enzymes with
the involvement of ancillary molecular devices (membranes,
filaments, channels, templates, etc.) [182].

Thermodynamics [183, for e.g.] is independent of quan-
tum mechanics and its concepts which equate the internal en-
ergy U to the sum of the kinetic and potential energies of
all elementary particles that comprise the system. Molecu-
lar stability does not rest solely with the Hamiltonian oper-
ator of the “isolated” molecule. Neither the system’s state
ψ nor its expected energy 〈H〉 is a stationary state or an en-
ergy level of the molecule, respectively, whose environment
contains both matter and radiation [184], the molecule being
amenable to the receipt of sensible heat only from its environ-
ment. In addition to the conservative Coulomb interactions
included in the potential part of the Hamiltonian operator are
Lorentz-Faraday interactions between the electrons and nu-
clei of the molecule that are affected by the surroundings in
which a molecule resides. The internal force Fint(x, t) act-
ing within a molecule viewed as a closed conservative system
(vide infra) is

Fint =
∂j
∂t

u(T ) , (8a)

where u(T ) is the Heaviside step function, it being 1 if T > 0
and 0 otherwise (when the system is “isolated”). Hereon u(T )
is dropped in Fint, its requisite presence being understood. At
finite T , Fint is a conservative Lorentz-Faraday force acting
on the nuclei and electrons of the molecule and gives rise to
an energy contribution ∇·Fint(x, t) to their kinematic motions;
otherwise Fint is zero and inoperative. Like j(x, t), Fint(x, t) is
a self-adjoint operator.

Since j(x, t) = ρ(x, t)∇φ(x) and with the use of (1a), (8a)
may be rewritten as

∂j
∂t

+ ∇φ∇ · j = 0 , (8b)

a quasilinear first-order PDE for j(x, t). In contrast to (1a),
(8b) is not a continuity but rather an advection equation. Un-
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der time reversal (8b) is

∂j
∂t
− ∇φ∇ · j = 0. (8c)

If the initial/boundary-value problem PDE in (8b) has the so-
lution j(x, t) = ρ(x, t)∇φ(x), the backward initial/boundary-
value problem PDE in (8c) is physically equivalent to the for-
ward time (8b) with the sign of ∇ · j flipped. If φ is subhar-
monic, ∇2φ > 0 independently of the sign of t.

A thermodynamic process changes the state of a system
under the action of a driving force, external or internal. The
larger the force, the more the process proceeds, perhaps, sub-
ject to kinetic constraints. A reversible process is an ideal-
ization that can be reversed at any time by an infinitesimal
change in the driving force that reverses its sign; it must oc-
cur infinitely slowly so that the system and its surroundings
have time to relax through staged equilibria ultimately lead-
ing each to reach stasis. There are no truly reversible pro-
cesses in Nature, only calculations for them that are applied
to real processes which are irreversible and whose original
state cannot be restored without concomitant changes to the
surroundings.

Thermodynamics is concerned only with the effects of
heat and work in the interaction between a system and its
environment. Its laws not only exert their influence in ev-
ery field of the natural sciences, but also play a part in all
industrial processes in which energy is transferred. It does
not inquire into the mechanism of phenomena and so it is
unconcerned with what happens on an atomic or subatomic
scale even though that perspective can help to give deeper
meaning to its laws and concepts. The branch of science
concerned with this is statistical mechanics, the mechanics
of such a large number of atoms or molecules that specifying
the state of each is impossible and one is forced to use sta-
tistical methods. Entropy is calculated via Boltzmann-Gibbs
statistics applicable to ensemble representations of the sys-
tem under study which, however, are unavailable here. Single
molecule techniques [185,186] reveal behavior masked in en-
semble averages of complex systems.

There are many physical statements of the SLT any one
of which can be used to show its equivalence to another and
to prove the mathematical statement of the SLT: there exists
a state function (entropy, S ) whose change ∆S for any spon-
taneous process satisfies the Clausius inequality [53, 187]

∆S (t) ≥
∮
∂V

d̄Q
T
≥ 0 (9)

which encapsulates the increase in entropy principle. The
distinction between the system and its surroundings must be
unambiguous through the presence of a bona fide boundary
across which the flux of matter, charge, heat, etc. can freely
pass. A constant-temperature (T ) heat bath with which the
system is in contact through its boundary ∂V serves as the

surroundings. The integral is over the surface ∂V that con-
stitutes the boundary between the molecule of volume V and
its environment. The Clausius integral

∮
∂V d̄Q/T is positive

for irreversible processes, is zero for reversible processes, and
can never be negative. The inequality implies that the entropy
given to the environment is greater than the entropy trans-
ferred as heat from the hot reservoir. The operative Carnot
cycle here is a fiduciary audit of the net exodus of efflux over
the coverage of ∂V contacting the heat bath. It is this au-
dit that undermines all supposed objections to the SLT, just
as Planck [7, loc. cit., pp. 103–104] anticipated. If

∮
∂V d̄Q/T

vanishes, 1/T is an integrating factor [188, 189] for d̄Q, an
inexact differential.

The two best-known statements of the SLT are: (1) If a
system undergoes a Carnot cyclic process it cannot turn heat
entering the system into work done on the surroundings with
unit fractional efficiency (Kelvin-Planck statement); (2) Heat
cannot flow spontaneously from a cooler to a hotter object
(Clausius’ statement). Historically, the mathematical formu-
lation of the SLT was reached through the empirical study of
the limitations of steam-driven heat engines designed to con-
vert one form of energy (sensible heat) into mechanical en-
ergy (work) at the start of the industrial revolution. Nowadays
engines or motors run the gamut from electrical, pneumatic,
hydraulic, molecular, etc. using sundry working media. The
exchange of work and the working element between a sys-
tem and its surroundings is always an irreversible process.
An alternative mathematical approach to the foundations of
thermodynamics emerged from the study of nonlinear defor-
mations of continuous media [190, for e.g.].

The Clausius inequality provides a means of delimiting
the entropy change of any process that begins at equilibrium
to which state it returns as if nothing happened with no overall
change in the entropy of the system and its surroundings, or
begins in an arbitrary state to end with a net production of en-
tropy; it means that no process can decrease the entropy of the
Universe and, together with the zeroth law of thermodynam-
ics, implies that a temperature of absolute zero is unreachable.
Equipped with a false antecedent, the claim that the concept
of entropy is inapplicable to single systems (a molecule and
its Universe, for e.g.) but only to ensembles of them is as
counterfactual [191] as it is casuistic [192]. The Clausius in-
equality is based on his statement of the SLT and provides a
means of distinguishing reversible from irreversible processes
based on the earlier findings of Carnot (without his view that
heat is a fluid) and independently of volume number density
(sic thermodynamic limit).

The first law of thermodynamics relates the internal en-
ergy or enthalpy U to heat Q and work W as

dU = d̄Q + d̄W , (10a)

or
−d̄W ≤ −dF , (10b)
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an expression of the fact that the same change dU in U can
be produced either by the sole addition of sensible heat d̄Q
or work d̄W or by contributions from both. The signs used
correspond to the IUPAC∗ and not the Clausius convention
whereby all net energy transfers from the surroundings (sys-
tem) to the system (surroundings) are positive (negative), re-
spectively. Here, d̄Q = TdS and relates U to T , S , and the
Helmholtz free energy F = U − TS , this being the amount of
energy free to do work in response to entropy losses. Gradi-
ents in F are the driving forces of all biochemical processes
and their reliable calculation [193, et passim] is intensively
pursued. The internal energy U is the sum of the sensible
heat Q accumulated by the system and the work W done by
it although physically each differs from the other. Like d̄Q,
d̄W is an inexact differential and is called the configuration
work; it is the amount of work done changing the configura-
tion of a system from one to another and depends on how the
work is done, i.e. on the path taken between the initial and
final configurations. Energy (kinetic, potential) is an attribute
that matter and radiation have or can acquire or lose. Unlike
entropy, energy is a conserved quantity but this is difficult
to audit especially when it dissipates or thermalizes. Both
kinetic and potential energies are interconvertible and their
scales are arbitrary. Heat (thermal, radiation) is a process in
which a system acquires or loses energy as a consequence of
it having a different temperature than its surroundings. Work
is a transfer of energy to or from a system by any means other
than heat; it can be fully converted into heat as in friction but
heat can only be partially converted to work. There is no en-
tropy associated with energy transfer as work. Although the
first law places no restriction on the direction of a process, it
does not guarantee that the process will occur, that being de-
cided by the SLT in conjunction with physical and chemical
kinetics considerations.

The SLT asserts that [133, 194, for e.g.] natural processes
are irreversible, i.e. the entropy S (t) always increases as the
system strays from equilibrium at an absolute temperature
T (x, t) via an exchange of heat (and its transformation to me-
chanical work) d̄Q = dx ·Fint(x, t) with its surroundings. The
zeroth law of thermodynamics leads to a definition of tem-
perature via the relation 1/T = (∂S/∂U)V that forms the em-
pirical basis for the calorific measurement of entropy, with
TdS = d̄Q describing how entropy changes in the amount
dS when an inexact differential amount of energy d̄Q is in-
troduced as heat into the system at a finite temperature T > 0
delineated by the zeroth law of thermodynamics.

The Clausius inequality in (9) stipulates that ∆S equals or
exceeds the quantity

∮
∂V d̄Q/T . Here d̄Q is heat or energy or

work. There is nothing in science or beyond to prevent the
integrand in

∮
∂V d̄Q/T from being taken to be and applied to

an arbitrary system without reference to Boltzmann-Gibbs or
Tsallis statistical mechanics. This is precisely what is done

∗International Union of Pure and Applied Chemistry

here in accepting d̄Q for what it is, i.e. the heat (energy) or
work (mechanical energy) conversion that occurs between the
system of interest and a heat bath (its minimal environment)
which it ineluctably contacts.

Regardless of the notion of temperature fluctuations
[195–197, et passim] or indeterminacy providing justification
for the complementarity relation ∆U∆(1/T ) ≥ kB [198–200]
in analogy with Heisenberg’s uncertainty principle for posi-
tion and momentum in quantum mechanics, here T is taken to
be a parameter that is characteristic of the heat reservoir and
is known a priori with thermal noise viewed as [201, loc. cit.,
p. 191] “the least disturbing for the physicist” unconcerned
with emerging technologies. If T is the known temperature
of the heat bath, T (x, t) is the temperature at x ∈ ∂V . To
de Broglie [202, loc. cit., p. 29] in discussing no less than
the Boltzmann-Gibbs canonical distribution “. . . the notion of
temperature is meaningful for just one molecule when that
molecule is found to be in energetic contact with a thermo-
stat of temperature T that imposes its temperature upon the
molecule.” For present purposes the thermostat is not hidden
as is de Broglie [202]’s based on Bohm and Vigier [203]’s
subquantum hypothesis, but rather T = T (x, t) ∀ x ∈ ∂V
at any time t [188] as tacitly assumed by Clausius. Conse-
quently

∆S (t) ≥
∮
∂V

d̄Q
T

=

∮
∂V

da
T

n̂ · Fint

=

∮
∂V

da
T

n̂ ·
∂j
∂t
.

(11a)

Quantum mechanically T̂j(x, t)T̂−1 = j(x,−t) so that j is even
in t since the Wigner time reversal operator T̂ is antiunitary
and T̂iT̂−1 = −i as was noted earlier. Consequently, Fint(x, t)
= ∂j(x, t)/∂t is odd in t. Since Fint(x, t) is odd because j(x, t) is
even under time reversal, it follows with reference to (8b) and
(8c) that the gain in entropy ∆S (t) as given in (11a) is asym-
metric in time†, i.e. ∆S (t) = ∆S (−t). Traveling backwards
in time as is permitted by both quantum mechanics and elec-
trodynamics would cause ∆S (t) to decrease contrary to the
SLT and is consequently forbidden. Whether the process is
reversible or irreversible, ∆S treats time t ≥ 0 as a positive
semi-definite parameter. Using (1a), (5), and (11a) it is clear
that

〈∆S (t)〉 ≥
∮
∂V

da
T
ρ (ρ∇2φ + ∇ρ · ∇φ) n̂ · ∇φ (11b)

which is the quantum Clausius inequality for the expectation
value of the asymmetric 〈∆S (t)〉 = 〈∆S (-t)〉 entropy change
of a molecule in contact with a thermostat at time t. 〈∆S (t)〉
is monotone increasing [122, cf. Fig. 9] provided φ is subhar-
monic.

†A real function f (x) of a real variable x is odd (asymmetric via a π
reflection through the origin) iff f (x) = − f (−x) or even (symmetric about
the f (x) axis) iff f (x) = f (−x) in the domain of f .
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If the single molecule under investigation here were one
of an ensemble of noninteracting replicas, each similarly pre-
pared in the same state ψ and to which considerations ofBose-
Einstein, Fermi-Dirac, or Maxwell-Boltzmann statistics are
not required [204, cf. §2.01], one has the same problem treat-
ed by von Neumann [205, cf. §5.2] in his appeal to Szilard
[206]’s one-molecule heat engine, a scenario criticized by
some [207, for e.g.], validated by many [208, cf. Ch. VI], [97,
209–213], and the first to point out the connection between
entropy and information. In the absence of demons and pis-
tons∗, the thermodynamic limit [214–217], [218, cf. Ch. 14]
issue is irrelevant since it does not apply to a lone molecule
in a thermal bath whose sole task is to supply heat to main-
tain that molecule’s fluctuating charge density ρ(x, t), current
density j(x, t), and deformable volume V . Nor does a thermo-
dynamic limit apply to the known Universe. Previously, using
only the elementary notion of work, d̄Q = dx · Fint(x, t) was
identified as the action over a differential displacement dx in
V of the quantum mechanical Lorentz-Faraday force Fint(x, t)
given in (8a) in terms of the thermally-driven current density
j of a single molecule.

The integrand of the integral in (11b) is also the integrand
in the Claussius inequality given in (9). If it is to be esti-
mated, it is best done using statistical methods where the in-
tegrand’s dependencies (ρ, φ,T, x) at time t are treated as in-
dependent and identically distributed random fluctuating vari-
ables drawn repeatedly from appropriate probability distribu-
tions under the auspices of the law of large numbers. That
part of the integrand in parenthesis is the outward flux of j
across ∂V . The two inner products ∇ρ · ∇φ and n̂ · ∇φ in
the integrand each involve outbound gradients and are pos-
itive [219–224] since these gradients make more probable
glancing and head-on egress across ∂V than the biased pre-
sumption that they be tangent to the boundary ∂V , exclusively
or otherwise. The only term that can cause the integral to
change from positive to negative in violation of Clausius’ in-
equality is that involving ∇2φ thus making it necessary and
sufficient that φ be subharmonic [148, 149] in V so that no
such transgression occurs. Whether the Hamiltonian operator
of the system of interest is autonomous or not has no bearing†

∗Zurek [210, loc. cit., p. 152]’s rebuttal of Jauch and Báron [211]’s pri-
mary argument reads “One may argue that the one-molecule engine cannot
be analyzed by means of thermodynamics (sic statistical mechanics), because
it is nowhere near the thermodynamic limit. This objection is overruled by
noting that arbitrarily many “Szilard’s engines” can be linked together to
get a “many-cylinder” version of the original design. This will cut down
fluctuations and allow one to apply thermodynamic (sic statistical mechan-
ics) concepts without difficulty”. Indeed, the entropy increase in time of an
ensemble of entities is determined by their current states as affected by inter-
nal conservative potentials (Coulomb, Newtonian, thermal Lorentz-Faraday,
etc.), prevailing pair-wise force fields (Lennard-Jones and more-exotic em-
pirical variants), and external nonconservative potentials (catalysts, lasers,
particle beams, etc.) that aspire to control them.

†This is consistent with Landau and Lifshift [225, loc. cit., p. 51]’s ob-
servation that “The form of the Hamiltonian for a system of particles which
interact with one another cannot be derived from the general principles of

on the T-asymmetry of 〈∆S (t)〉 and likewise does not negate
the T-symmetry of either quantum mechanics or electrody-
namics.

Besides distinguishing between two possible types of pro-
cesses on the basis of changes in entropy as determined by fi-
nite ∇φ, there are several other features of Clausius’ inequal-
ity worth recalling: (a) it is a consequence of the SLT; (b)
it is not an evolutionary relationship; (c) it does not rely on
knowledge of a system’s microstates, just the current state;
(d) entropy is the outcome of a process; (e) it is T-asymmetric
without obliging the same of any allied dynamical framework
including quantum mechanics‡.

The lone molecule ensconced in a heat bath is free to visit
the entirety of its configuration space demarcated by V . Since
it has been shown that 〈∆S (t)〉 = 〈∆S (−t)〉 and as an alter-
native to ensemble averaging, its Laplace long-time average
〈∆S τ〉 may be taken [235, cf. p. 68] as

〈∆S τ〉 =
1
τ

∫ ∞

0
dt e−t/τ〈∆S (t)〉

=

∫ 1

0
dt e−t〈∆S (τt)〉 ,

(11c)

where τ > 0 is a phenomenological relaxation time for ubiq-
uitous exponential decay [236] that has both system and envi-
ronment dependencies. Independently of τ, 〈∆S (t)〉 fluctuates
en route to 〈∆S τ〉 with a variance σ2

τ = 〈∆S 2
τ〉−〈∆S τ〉

2. Since
(11c) provides a means of time averaging under nonstandard
state conditions and with the accommodation of relaxation,
it obviates subjective biases related to the unmeasured prop-
erties of an ensemble of replica systems. Unlike electrome-
chanical systems where molar statistics is apropos, Avogadro
quantities of macromolecules are not always available in bi-
ological and nanoscale systems where finite-time measure-
ments come to the fore, ergodic behavior is arguably applica-
ble, and ensembles are moot. The same applies to the known
Universe. The provision of ∆S (t) data is through calorimetry
or via Monte Carlo-Markov chain techniques [237,238]. This
Laplace time-averaging is equally applicable to Helmholtz
∆F(t) and Gibbs ∆G(t) free energies whose time averages
〈∆Fτ〉 and 〈∆Gτ〉 are roughly equal for entropy-driven pro-

quantum mechanics alone.”
‡Bohm, Gadella and coworkers [226, et passim] postulate a time asym-

metric quantum theory (TAQT) by associating states and observables to two
different Hardy subspaces dense in the same Hilbert space that does not dis-
tinguish between the in-states and out-states of scattering theory but which in
TAQT would cause the dynamical equations (in the Schrödinger and Heisen-
berg pictures) to integrate to a semigroup evolution. TAQT is not without
its critics [227–230]. Within a cellular automaton interpretation of quantum
theory, ’t Hooft [231] makes similar claims. Oliver Penrose (esteemed ther-
modynamicist and older brother of Roger)’s critical review [232] of Mackey
[233]’s book are equally apropos to any proposal that requires quantum me-
chanics to waive its time reversal invariance, an imposition obviated by the
SLT as will be revealed in this paper. Kuzemsky [234, et passim] has sur-
veyed foundational issues of the problem of time and its asymmetry, a con-
sideration outside the scope of this paper.
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cesses and identical for an uncompressed single molecule
[183].

Entropy generation S gen (what Clausius [239, cf. Eq. 71]
called production rate) is the entropy produced during a pro-
cess as given by

S gen(t) = ∆S (t) −
∮
∂V

d̄Q
T

. (11d)

It is zero or positive for a reversible or irreversible process
[240, 241], respectively. Irreversibilities degrade the perfor-
mance of systems and S gen is a measure of their magnitude
during a process. It is impossible for S gen < 0 so that it can-
not influence the thermodynamic arrow of time any more than
can Fint. However, whereas Fint is inherent to the system and
its dynamics, S gen is part of the process. The entropy gener-
ation S gen would vanish if the requirement that φ be subhar-
monic were relaxed to it being simply harmonic in V which
was previously dismissed: (11b) and (11d) imply that

S ∇
2φ>0

gen (t) ≥ S ∇
2φ=0

gen (t) ≥ 0 , (11e)

so that subharmonic φ favors entropy generation more than
harmonic φ.

In thermodynamics, work performed by a system is en-
ergy it transfers to its surroundings and the surroundings
transfers energy to the system and both transfers incur a price.
Even though

∮
∂V d̄Q/T is finite for natural processes, reflect-

ing the fact that entropy is not conserved, use of the diver-
gence theorem on

∮
∂V d̄Q gives∮

∂V
d̄Q =

∮
∂V

da n̂ · Fint =

∫
V

dx∇ · Fint (12a)

as the work done by Fint. The orientable manifold V of con-
figuration space encloses the flux ∇ · Fint of Fint and the gen-
eralized Stokes theorem [242, 243, for e.g.] further provides∮

∂V
d̄Q =

∫
V

dx∇ · Fint =

∫
V

dx · ∇ × Fint . (12b)

The divergence and curl of Fint are

∇ · Fint(x, t) = ψ∗(x, t)∇2ψ(x, t) − ψ(x, t)∇2ψ∗(x, t) , (12c)

and

∇×Fint(x, t) = ∇ψ∗(x, t)×∇ψ(x, t)−∇ψ(x, t)×∇ψ∗(x, t) (12d)

respectively. The curl of Fint vanishes for all x ∈ Rn. How-
ever, the divergence of Fint vanishes locally only when ψ or
∇ψ does so. Since there is no creation or destruction of charge
within V and the Laplacian operator is self-adjoint,

∮
∂V d̄Q

vanishes so that Fint does no work, i.e.

Q =

∫
∂V

dx d̄Q =

∫
V

dx∇ · Fint

= −

∫
V

dx∇2Vint = 0 ,
(12e)

where Fint(x, t) = −∇Vint(x, t) with Vint(x, t) being the po-
tential energy function of Fint(x, t). Thus, despite its spatial
and time dependence, Fint(x, t) is a conservative and not a dis-
sipative force like friction or viscous drag that does negative
work in the direction opposite to the displacement of its tar-
get which consequently loses energy as heat in the amount
removed by such a force. The subharmonicity of φ is what
makes Fint a conservative force, one that conserves mechani-
cal energy.

3 Faradaic induction in a thermal field

Gauge theories [244] enable a reduction in the number of
variables necessary to define a physical state quantum me-
chanically (configuration space, x) over that required classi-
cally (phase space, x and p). Electrodynamics was the first
field theory to exploit gauge symmetry by recognizing that
any function that can be written as a gradient could be added
to the vector potential without affecting the magnetic field.
Acting on a suggestion by London [245], Weyl [246, pp. 100-
101] replaced the gauge scale factor with a complex quantity
and turned the scale transformation into a change of phase.
The gauge field of electrodynamics associates an element of
the group U(1) of unit complex numbers under multiplica-
tion to each path: the phase that a charged particle gets when
going through a loop is the magnetic flux through the loop.
The physical states of quantized systems are described [141,
for e.g.] by vectors ψ of unit norm belonging to a complex
Hilbert space H . Physical observables are associated with
self-adjoint operators O acting on H whose expectation val-
ues are scalar inner products 〈ψ| Oψ〉 in H that are unaf-
fected by unitary transformations which act on both state vec-
tors ψ 7→ Uψ and operators O 7→ OUO†, where U is uni-
tary. Thus, the multiplication of state vectors by a phase (a
U(1) global group transformation) ψ 7→ eiφψ leaves opera-
tors and physical predictions unchanged provided O does not
differentiate ψ either spatially or temporally. Neither j(x, t)
nor ∂j(x, t)/∂t are such-like operators so that their inclusion
of U(1) = eiφ cannot be disregarded since the U(1) phase
φ(x) is local. This is reminiscent of earlier speculations by
Schrödinger [247] based on Weyl [246]’s spacetime theory in
connection with the Wilson-Sommerfeld [173,174] quantiza-
tion condition for Bohr’s old quantum theory of the H atom.
For this reason, φ is referred herein as the unadorned “phase”,
rather than Schrödinger [150]’s “phase angle”, de Broglie’s
“phase wave”, or Weyl’s “gauge transformation”, all three
being essentially one and the same. Failure to notice that
the Schrödinger equation is not gauge invariant under a local
gauge transformation is due in large to two commonly-held
notions, viz. that it takes an external electromagnetic field to
do so when in fact it does not [142, 143], and that, in con-
founding local with global, the phase of the wave function is
arbitrary when in fact it is not [248] unless it is global.

The thermal field induces an internalelectromagnetic con-
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servative force field Fint(x, t) of scalar potential Φ and vector
potential A in the system whose Helmholtz-Hodge decompo-
sition [176–178] reads as

Fint = −∇Φ + ∇ × A (13a)

into the scalar longitudinal (irrotational, curl-free) potential
Φ(x, t) and the vector transverse (solenoidal, div-free) poten-
tial A(x, t) which provide, via Maxwell’s equations, for the
internal microscopic electric

Eint = −∇Φ − ∂A/∂t (13b)

and the internal microscopic magnetic induction

Bint = ∇ × A (13c)

fields which at every point in space and time obey the micro-
scopic Maxwell equations. There is only one kind of charge
and the amount of it anywhere can be positive, negative, or
zero subject solely to its conservation regardless of whether it
is believed to be associated with a nucleus or an electron. The
prominence of electromagnetic potentials in quantum theory
is due in large to the work of Aharonov and Bohm [249,250].

Rhetorically, A(x, t) generates Bint(x, t) through its circu-
lation and Eint(x, t) through its time dependence with ρ(x, t)
and j(x, t) playing supporting roles encapsulated in the
Lorentz microscopic force density

Fint = ρEint + j × Bint , (13d)

where

Ftot(t) =

∫
V

dx · Fint(x, t)

=

∮
∂V

da n̂ · σint(x, t) −
d
dt

∫
V

dx · Sint(x, t) ,
(13e)

is the total electromagnetic field on the charges in V , σint
is the Maxwell stress tensor, and the Poynting vector Sint is
given by

Sint = Eint × Bint , (13f)

and
Fint = ∇ · σint − Ṡint (13g)

pursuant to the conservation of linear momentum. In (13g)
the last term on the right is the time derivative of the field’s
photon momentum density while the first is the divergence of
the stress tensor bearing on the charges in V .

Both Φ(x, t) and A(x, t) retain their spatial and nonretard-
ed time dependencies without the Eint and Bint fields descend-
ing to electrostatics since the Lorenz condition [251–255]
has not been invoked. Mathematically, the potentials Φ(x, t)
and A(x, t) are volume integrals of the divergence and curl
of Fint(x, t) scaled by the Green’s function for the Laplacian

analogously to (7a) and (7b), respectively. It is clear from
(1a), (5), and (13a) that the irrotational part of Fint is

∇Φ = ρ∇2φ∇φ (14a)

while the solenoidal part is

∇ × A = −∇φ · ∇ρ∇φ , (14b)

with both parts being in the same direction as ∇φ. Neither po-
tential is directly measurable and may be replaced by gauge-
equivalent potentials θ and A + ∇φ, respectively, to yield the
same Eint(x, t) and Bint(x, t).

Maxwell’s equations are linear dynamical PDEs that have
a unique solution for given initial and boundary conditions.
From these equations it is straightforward to show that the
scaler Φ(x, t) and vector A(x, t) potentials satisfy

�Φ = −
∂

∂t

(
∇ · A +

∂Φ

∂t

)
− ρ (15a)

and

�A = ∇

(
∇ · A +

∂Φ

∂t

)
− j , (15b)

respectively, where � = ∇2 − ∂2/∂t2 is the d’Alembertian op-
erator. These promote use of the Lorentz condition in which
the term in parenthesis common to both is set to zero, a gauge
strategy of historic [244] importance to physics.

Alternatively, use of the curl of the curl identity, Gauss’s
law of electricity in the curl of Faraday’s law, and Gauss’s law
of magnetism in the curl of Maxwell-Ampère’s law, allows
one to arrive at the coupled inhomogeneous wave equations
[256] for the Eint(x, t) and Bint(x, t) fields as

�Eint = 4π
(
∇ρ +

∂j
∂t

)
(16a)

and
�Bint = −4π∇ × j , (16b)

respectively. In (16a) and (16b), � acting on Eint(x, t) and
Bint(x, t) generates inextricably coupled electromagnetic wa-
ves given sources in gradients of ρ, time-varying changes in j,
and circulations of j. The Lorentz-Faraday force Fint(x, t) first
introduced here in (8a) is none other than one of two source
terms for the wave equation of Eint(x, t) and leads to the possi-
bility of the oscillation or acceleration of charge which radi-
ates more or less transverse to the direction of propagation.
At idealized T = 0 where Fint(x, t) is absent, the charges
in an “isolated” (sic stationary state) molecule oscillate in
place without accelerating and their Coulomb radiation field
decays as 1/|R′|2 where R′ is the line of sight distance to a
charge [256]. More realistically, T > 0 causes charges in
the molecule to oscillate and accelerate. This produces self-
sustaining electric and magnetic fields propagating as electro-
magnetic waves at the speed of light which transport energy
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and momentum to charged particles at large distances from
the source at the expense of the accelerated charge. The elec-
tric and magnetic fields are orthogonal to each other. When
T > 0 such that Fint(x, t) is operative, the charges oscillate and
accelerate and their radiation field decays as 1/|R′| to surpass
their shorter-ranged Coulomb radiation field [256]. Since ∇ρ
ultimately vanishes∗ and ∇×j = ∇ρ×∇φ, the internal Eint(x, t)
and Bint(x, t) fields are pervasive and are the source of photons
to be absorbed and emitted within V in the manner first treated
by Einstein [257, 258] and later by Dirac [259, 260] in anal-
ogy with gravitoelectromagnetic phenomena [261, 262], e.g.
Lense-Thirring frame-dragging effects [263, 264], whose in-
ternal Eint,g and Bint,g fields (or equivalently, Φint,g and Aint,g)
are caused by the gravitational interaction of massive celestial
objects with neighboring ones.

The U(1) gauge symmetry of electromagnetism repres-
ents the group of rotations around a fixed axis. Since the
end of the quark era, U(1) has broken the S U(2) x U(1)
gauge symmetry of the electroweak force whose three mas-
sive bosons W± and Z0 are accompanied by a fourth mass-
less one, the photon. Helmholtz-Hodge photons induce elec-
trically neutral currents in a molecule, in analogy with the
decay of Z0 to neutrinos which scatter off electrons in elec-
troweak interactions [265], and mediate scattering between
nuclei and electrons that entail the transfer of momentum,
spin, and energy via photon exchange but to the exclusion
of charge. U(1) symmetry comes from the fact that the abso-
lute phase φ of ρ cannot be measured unlike its finite relative
change ∇φ as first pointed out by Weyl [248] and adopted by
Dirac [266]. The importance of U(1) symmetry comes from
Emmy Noether’s theorem which states that such gauge sym-
metries lead to the conservation of a related quantity. Two
types of U(1) gauge symmetry are salient, viz. global gauge
symmetry where the phase change ∇φ vanishes at critical
points in space and leads to the conservation of charge; and
local gauge symmetry where the phase is not the same at all
locations and requires the introduction of an additional gauge
field to keep it invariant under such finite relative changes.
One may view the local gauge field as signaling phase chan-
ges from one point to another by radiatively communicating
such changes and in doing so leading a molecule to engage
in its own intramolecular entanglement frontier†. Molecules
have many degrees of freedom but only two types of material
constituents whose positions are not only correlated with each
other – a type of correlation known as entanglement [267,
cf. Ch. 16], [268, cf. Ch. 5], [269, cf. Ch. 17] and a key prop-
erty of quantized systems exploited to effect quantum compu-

∗∇ρ is the source of charge that is accelerated by Fint = ∂j/∂t. Its inclu-
sion in Clausius’ inequality is unnecessary since 〈∇2ρ〉 vanishes.

†With two entangled particles one knows something about their com-
bined properties but their individual properties are indeterminate until one
makes a measurement of the state of one particle at which point one has
some, but not all, information about the other. Entanglement is a nonlocal
correlation between nonseparable states.

tation [270] in concert with the superposition principle – but
also with its internal Helmholtz-Hodge photons whose “wave
functions” [271] are inherently part of ψ.

At their prevailing low energies, Helmholtz-Hodge pho-
tons serve as the carriers of the nonconservative electromotive
force (emf) [272, Sec. 6.1], [273, cf. Ch. 7]

E(t) =

∮
∂V

da n̂ · (Eint + ∇φ × Bint) = −
d
dt

ΦBint (t) (17a)

of molecules through their in situ photon absorption andemis-
sion regardless of Faradaic fixtures (wires, circuits, electro-
des, batteries, etc.). Emf produces a charge imbalance that
causes the lighter electrons to move from nucleophilic to elec-
trophilic regions, this movement being what is recognized
as electric current. Electrons can gain or lose energy due
to their interaction with Bint and Eint whereby Bint guides
their motion, Eint accelerates them, and Lenz’s law prescribes
their direction. Of course, being internal fields rooted in the
molecule’s structure, Bint and Eint are not amenable to manip-
ulation or so-called control. The deformation of V due to the
magnetic Lorentz force acting on charges is the motional emf
while the remaining part of E is the transformer emf gener-
ated by an electric field induced by a changing magnetic field.
Eddy currents induced in the cores of transformers and gener-
ators dissipate energy as heat loss giving rise to temperature
increases.

The quantity on the far right in (17a) is formally

d
dt

ΦBint (t) =

∮
∂V

da n̂ ·
[
∂Bint

∂t
− ∇ × (∇φ × Bint)

]
, (17b)

where ΦBint (t) represents the internal magnetic flux of the mo-
lecule and the Maxwell relation ∇ · Bint = 0 holds due to the
absence of magnetic charges in Nature. The induced E(t) and
the rate of change in ΦBint (t) have opposite signs so that the
cause (induced field) opposes the effect (changing current) in
analogy with Newton’s third law.

Recall that the binding of electrons to nuclei is modi-
fied somewhat by parity-violating Z0 exchanges that mani-
fest as parity nonconservation in both atoms [274, 275] and
molecules [276, 277].

4 Discussion

4.1 Going forward

Obviously

∇φ(x) =
∂j(x, t)
∂ρ(x, t)

(18)

thus exposing the elusiveness of the relative phase which
clearly changes sign under P because j does and ρ does not.
Neither C nor T changes ∇φ. The popular assertion that the
phase of ψ is arbitrary and has no physical significance is true
only if that phase is global. The phase is local, however, and
provides an unequivocal link to the Lorentz-Faraday force
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Fint(x, t) whose effects are manifest in the unremitting opera-
tion of the SLT in blockading quantum mechanics from pro-
viding a portal to the past and without curtailing even massive
objects from ultimately reaching stasis in going forward. The
Lorentz-Faraday force Fint(x, t) is intrinsically T-asymmetric
regardless of the initial and boundary conditions of this or
other universes and without electrodynamics or quantum me-
chanics having to forfeit their innate time-reversal symme-
tries.

Weak measurement techniques [278–280] have now been
extended beyond the massless photon. As long anticipated by
Aharonov et al. [281], Bednorz et al. [282] have shown that
weak measurements are time-reversal symmetric classically
but not so quantum mechanically. More recently, Jayaseelan
et al. [283], in weak measurements of the spin of ultra-cold
atoms, provided evidence for absolute irreversibility and a
strictly positive average arrow-of-time captured by a fluctua-
tion theorem; they further demonstrated absolute irreversibil-
ity for measurements performed on a many-body entangled
wave function. These demonstrations are consistent with
Borel [284, loc. cit., pp. 2–3]’s quip that “Events with a suf-
ficiently small probability never occur,” following which he
goes on to quantify “sufficiently small” for probabilities that
are negligible on the human, terrestrial, and cosmic scale as
descending in the order 10−6, 10−15, and 10−80, respectively.
Recall that in particle physics, the gold standard for a discov-
ery is 5σ, in which there is a one in 3.5 million chance of the
result being a fluke. The BaBar Collaboration found [13] a 1
in 1043 (14σ) level of certainty for their T-asymmetry mea-
surements and CP violation was also observed at the 16σ
level, far more than needed to declare a discovery. These ob-
servations of T reversal violations in electroweak interactions
are consistent with the SLT being T reversal forbidden, the
primary revelation of this paper. It remains to be seen (vide
infra) if T reversal violations are also observed in strong-force
interactions.

Manifestly, ∆S (t) increases and the process is reversible
or irreversible according as the gradient in φ vanishes or not
on ∂V , respectively. The entropy gain ∆S will be proportional
to the area of the boundary ∂V enclosing the nominal volume
V of the system interfacing its surroundings, just as with black
holes. Unlike black holes, however, molecules lack horizons
and their gain of entropy is settled by the gradient field of
their local phase φ in guaranteeing their participation in nat-
ural processes without losses from the universe of itself and
its heat reservoir. Since the vorticity ∇ × ∇φ vanishes ex-
cept [285] at nodes in ρ (and ∇φ is singular), the entropy gain
by the molecule in contacting a heat bath is sheltered from
meteorological losses consistent with the absence of swirl in
Fint when the heat is withdrawn.

Equations (17a) and (17b) reveal that Faraday’s law of
induction holds for a single molecule provided the gradient
of its local phase is finite, a condition necessary and sufficient
for it not to present with its well-known paradoxes [286–288].

Measurements of the emf E(t), the Helmholtz-Hodge fields
Eint and Bint, and their ancillary lines of force first envisioned
by Faraday [289], for a single molecule using a test charge
would be as difficult as it is in quantum electrodynamics [290]
but perhaps for different reasons. The long-standing validity
of Faraday’s law E(t) ∼ ± dΦBint (t)/dt in engineering appli-
cations now has a quantum basis. Of course Faraday’s law
induces potential, not current which is simply the induced
voltage divided by the resistance of the loop. With multiple
identical loops Faradays law is additive (sic extensive), i.e.
NE(t) where N � 1 is the number of loops (windings).

4.2 The stability of a molecule

Clausius’ classical virial theorem [291] relating the time aver-
ages of the kinetic energy (“vis viva”) of a system of discrete
particles and the virial (“ergal” or mechanical work) of the
system, that being the work done by the gravitational forces
(or equivalently, by −∇VC for a molecule of Coulomb po-
tential VC) has long served [292] cosmology in accounting
for the stability of the most virialized objects in the Universe,
clusters of stars and galaxies. The latter are filled with the in-
trastellar (cluster) medium (IS(C)M), an X-ray-emitting hot
plasma with a typical temperature ∼ 107 K. The interstel-
lar medium (ISM), consisting of the matter (atomic, ionic,
molecular, dust, cosmic rays) and radiation that occupies the
space between the star systems in a galaxy, interacts magne-
tohydrodynamically with the ICM. Clusters are characterized
by the virial radius within which the cluster’s mass can be
determined under the assumption of the ICM being in hydro-
static equilibrium. Clusters are thought to grow into larger
systems through mass accretion flows which are merged into
the ICM at a radius of several times the virial radius. Proper-
ties such as the temperature or density around the virial radius
are not well known because of observational difficulties. The
virial theorem holds even for systems that are not in thermal
equilibrium. Dark matter’s existence was first hypothesized
by Zwicky [293] to account for the mass deficit found when
the total sum of the masses of individual members in a galac-
tic cluster falls far short of the virial mass whose use assumes
that the cluster is stable, an assumption questioned by Am-
bastumian [294] who maintained that not only are the clusters
unstable but they are also exploding, a controversial hypoth-
esis whose history and impact on cosmology is reviewed by
Bland-Hawthorn and Freeman [295, cf. 1.10]. A pivotal dis-
covery in this history was Vera Rubin and Kent Ford’s con-
firmation [296] that dark matter is required to account for
the rotation of stars and spiral galaxies. Other indicators of
the presence of dark matter comes from gravitational lens-
ing [297] and from fluctuations in the power spectrum of the
CMB [298].

As the Universe expanded and cooled following the Big
Bang, energy was converted to subatomic particles which
merged to form protons – the nuclei of H atoms, some of
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those nuclei fused to form He so that the early Universe con-
sisted almost entirely of hydrogen, helium, and in lesser am-
ounts, lithium, beryllium, and boron. In time, these dense
molecular clouds collapsed under gravity to form stars. Nu-
clear fusion reactions in these stars spawned more elements
and stellar explosions forged even more in the process of nu-
cleosynthesis. The most abundant (greater than 90%) ele-
ment in the Universe is H followed by He all of whose iso-
topes are stable except for minuscule amounts of tritium (3H).
Molecules account for most of the observable matter in the
Universe and are remarkably stable against change. That mat-
ter at equilibrium is stable is so self evident that were it oth-
erwise its existential proof would be as redundant as it would
be specious. Ordinary matter [299, for e.g.], as comprised of
atoms and molecules, has both mass and volume with the for-
mer concentrated in its positively charged nuclei and the latter
occupied mainly by negatively charged electrons that are of
much smaller size than a typical nucleus and are ∼ 2000 times
lighter than a proton. The mass number A is the sum of the to-
tal number of protons (atomic number, Z) and neutrons with
differing number of neutrons for the same Z giving different
A’s for the isotopes of that element. Bulk matter does not im-
plode or eventually explode and is self-evidently stable across
low-energy scales from fluids [300, for e.g], to solids [301,
for e.g], to engineered structures designed and safety-certified
without reference to atomistic considerations [302, for e.g.].
Whereas nuclei have the Chart of the Nuclides (∼ 3000 in
number) and atoms have the Periodic Table of the Elements
(∼ 120 in number), molecules (countless in number) have no
such iconic organizational motif. The stability of matter re-
sides in its nuclei, the majority of which are radioactive and
undergo decay while the rest are located in the valley of sta-
bility between the proton and neutron drip lines as determined
by their constitutive proton/neutron ratio and with an island of
stability indicative of far longer-lived (but yet to be observed)
isotopes of super-heavy elements than the known isotopes of
these elements. The nucleons in the nucleus are fermions
which obey the PEP and in the case of identical nucleons this
results in the small but finite size of nuclei. Nuclides that do
not undergo spontaneous decay are stable isotopes. There are
about 252 stable isotopes among 80 elements with 56Fe be-
ing the most abundant and 62Ni the most stable. The nuclear
(or residual strong) force binds nucleons into nuclei through
the energy equivalence of their mass defects. This force is
relatively short ranged compared to the Coulomb repulsion
between protons, being attractive between spin-aligned nu-
cleons until it falls off with distance and repulsive when their
separations are small. Additionally, interactions between the
spins and angular momenta of nucleons lead to the deforma-
tion of nuclei from purely spherical shapes. The nuclear force
is known semi-empirically only but is more complicated than
the Coulomb force operative between nuclei and electrons in
atoms and molecules and its extension beyond the shell model
is an active area of research [303, 304, for e.g].

Supersymmetry (SUSY) is the principle that there is an
unknown symmetry between fermions and bosons. SUSY
was developed to explain the hierarchial disparity between
the strength of the electroweak force and gravity by proffer-
ing the existence of superpartners of known particles, each
having the same properties as the originals except for spin,
so as to curtail the magnitude of the Higgs mass from under-
mining the very stability of the SM construction. SUSY is
the source of hypothetical WIMPs in galactic halos. There is
currently no evidence for SUSY at high energies.

When Feynman remarked [305, loc. cit., pp. 3–4]:

It appears to be one of the few places in physics
where there is a rule which can be stated very
simply, but for which no one has found a sim-
ple and easy explanation . . . This probably means
that we do not have a complete understanding of
the fundamental principle involved,

he was referring to the spin-statistics theorem (SST). Suc-
cinctly put, the SST [306] is more easily invoked than its ba-
sis and applicability are understood. The SST links the spin
(half-integer or integer) property of a physical system com-
prised of fermions and bosons with the statistics (Fermi-Dirac
or Bose-Einstein) it obeys and provides a foundation for the
PEP which has long been part of even high school physics
and chemistry curricula.

Proof of the SST lies outside the scope of nonrelativis-
tic quantum mechanics: it requires the full arsenal of rela-
tivistic quantum field theory, specifically that the fields are
invariant under the Poincare group, that there is a vacuum
state that is invariant under this group, that all states can be
built up from the vacuum by applying field operators, that
the Hamiltonian is bounded below, and locality in that the
fields either commute or anticommute at spacelike separa-
tions. The theorem then says that at spacelike separations
boson fields of integer spin commute while fermion fields of
half-integer spin anticommute whereupon the PEP emerges.
As Feynman was later to recount [307], the CPT theorem il-
lustrates why every subatomic particle must have an antiparti-
cle partner and links to the SST with fermion wave functions
changing by a sign under two CPT reflections while bosons
do not. Some proofs use CPT invariance to prove the SST
while other proofs do the opposite. Nonrelativistic quantum
mechanics lacks analogs of both the CPT and SST. After al-
most a century of use, the PEP continues to lack a theoreti-
cal basis [308–311] even though experimental evidence indi-
cates [312] that its violation has yet to be found although the
search [313, 314] goes on. The PEP is a scientific principle
whose philosophical status continues to be worthy of further
scrutiny [315, 316, for e.g.] ever since Margenau [317] first
identified it as such. Inspired as it was primarily by the work
of Stoner [318] on atomic transitions and Pauli [319]’s own
recognition of a binary ambiguity in the response of an elec-
tron to a Zeeman field with its intimation of a necessary “spin
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quantum number” to be added to those already well known
(principal, angular momentum) [154, 173, 174, 320, 321, for
e.g.], few possess the deep insight into the PEP [322], par-
ticularly in respect to the conditions of its violation and their
consequences for quantum gravity, say, regardless of its high-
level rationale for the layout of the Periodic Table and its pro-
vision of degeneracy pressure accounting for the stability of
white dwarfs and neutron stars.

The nuclei of many isotopes have a characteristic spin
(I). Some nuclei have integral, some have fractional spins,
and a few have no spin. Nuclear spin is related to the nu-
cleon composition of a nucleus: odd A-nuclei (i.e. those hav-
ing an odd number of nucleons) have fractional spins, e.g.
I = 1/2 (1H, 13C, 19F), I = 3/2 (11B), and I = 5/2 (17O);
even A-nuclei composed of odd numbers of protons and neu-
trons have integral spins, e.g. I = 1 (2H, 14N); and even
A-nuclei composed of even numbers of protons and neutrons
have zero spin, e.g. I = 0 (12C, 16O, 32S). Spin-1/2 nuclei
have a spherical charge distribution, others have nonspherical
(prolate or oblate) charge distributions and are often isomeric
(long-lived excited states). Nuclei with finite spins have mag-
netic moments but the nonspherical nuclei also have an elec-
tric quadrupole moment. In an arbitrary molecule, some of
its nuclei may be fermions (e.g. 1H, 23Na, 31P, etc.). The
PEP results in the “exclusion” of any state whose wave func-
tion does not change sign on exchanging a pair of indistin-
guishable fermions, whether they be spin 1/2 electrons or
half-integer spin nuclei. Just so, with respect to pair inter-
changes, wave functions are asymmmetric on the exchange
of identical fermions and are symmetric on the exchange of
bosons. The bosons in a molecule are nuclei whose effec-
tive charges [323–325] are reduced or shielded by the inner-
most electrons thus lessening their Coulombic repulsion. For
the wave function ψ(x, t) = eiθ(x,t)|ψ(x, t)| the relative phase
∇φ(x) = tan−1 ∇(Imψ(x, t)/Reψ(x, t)) is constrained by the
PEP through its permutation symmetry action on ψ(x, t) by
hypothesis. This is the essence of the PEP as it applies to an
orbital-free single molecule.

Atoms and molecules have innumerable states the lowest
of which is the ground state. This state persists indefinitely
at the global minimum of the potential in joint compliance
with the classical theorem of Earnshaw [125] and the nonrel-
ativistic energy-time uncertainty relation [326] of Mandelsh-
tam and Tamm for a quantum system in a nonstationary state
ψ [327–331]. In the ground state, the system in dynamical
equilibrium with its environment resists irreversible change
in its structure unless driven beyond its thermodynamic sta-
bility, primarily through temperature and pressure changes.
Excited states have finite lifetimes but not definite energies:
each time they decay, the energy released is slightly differ-
ent with the average energy of the emitted photon peaking
at the nominal energy of the state but distributed with finite
width, termed the natural linewidth. The faster they decay the
broader their linewidths, and conversely [332, for e.g.]. In a

thermal field, a molecule is not passively inert (sic dead) but
is ready to go wherever the SLT takes it.

In engineering parlance, a molecule is a mechanical sys-
tem whose input, if small, effects temporary changes through
internal processes that disappear when the input is withdrawn
and the system reverses to its original state with no apparent
output, or whose input, if large, effects permanent changes to
the system which is indelibly altered. This is like a rubber
band or a balloon which when stretched or blown up too far
breaks or bursts. If the stretching or blowing are not too great
both objects revert reversibly back to their original states.
If you repeat the stretching or blowing often enough elas-
ticity diminishes until what a gentle tug or blow used to do
no longer holds and ultimately an irreversible change occurs.
The ability of a molecule to resist distortion by an outside
agent and to return to its original size and shape in accord
with Hooke’s law when the perturbing force (optical tweez-
ers, electromagnetic fields, interface surfaces, heat sources,
etc.) is removed, qualifies it as elastic in that it undergoes re-
versible changes that make no distinction between the past
and the future in agreement with both time-invariant clas-
sical and quantum mechanics. Most molecules are elastic
only to small perturbations, beyond which permanent mod-
ification occurs with the disintegration of the molecule into
sundry fragments. The limits of elasticity does not usually ap-
ply to electronic transitions, which, unlike distortions within
an harmonic approximation where the energies and intensi-
ties of the disturbances are low, involve internal processes of
higher excitation energies and larger oscillator strengths re-
sulting in irreversible changes that distinguish the past from
the future just as do time-asymmetric entropy increases. Sta-
bility, even in elastic systems, demands dynamical analysis
[333–335, for e.g.] since static stability alone does not gen-
erally imply stability under more inelastic conditions so that
just like engineered structures, molecular structures engen-
der their own future depending on their imposed input. On
opening, the Millennial Bridge across the Thames in London,
forced its pedestrians to walk transversely in stride to keep
their balance, unwittingly accentuating its sideways wobble
until it could be cleared of people without injuries. The de-
signers went back to the drawing board to correct what, for
them, was an unanticipated synchronicity previously exhib-
ited almost two centuries before at the Broughton Suspen-
sion Bridge near Manchester, UK, one of the earliest of such
span bridge designs, where mechanical resonance induced by
a platoon of troops marching in step across the bridge caused
it to collapse, resulting in command to direct that in future,
troops break stride on crossing bridges. The futuristic Mil-
lennial span opened some two years later to worldwide ap-
plause after remedial corrections and so far it has not dupli-
cated Tacoma. The moral of this mechanical linear-nonlinear
abyss is that caution and due diligence be exercised when
dealing with bridges, aircraft, and even the macroscopic ef-
fects of molecules: Nature does not provide warranties, just
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surprises. A modest Murano piece or an extravagant Koon
bubble structure that shatters cannot be restored to its original
state by the most skillful of artisans anymore than a denatured
protein can regain its primary tertiary structure in the hands
of a chemist, a biologist, or a physicist.

There is an important distinction to be made between the
stability of bulk matter and the stability of a single molecule.
Bulk matter stability requires [214, 215] that for a bounded
potential∗ E0 > −∞ (stability of the first kind) or E0 >
−a(M + N) (stability of the second kind), where a > 0 is
constant and E0 is the ground-state energy, in order that the
grand canonical partition function exist in finite volume and
that a thermodynamic limit exist. These prerequisites for the
stability of bulk matter do not pertain to the stability of a sin-
gle molecule.

The PEP was found by Dyson and Lenard [337] to be a
sufficient requirement in their pace treatment of the stability
of matter in its state of stationarity, an issue considered earlier
by Onsager [338] and later by Fisher and Ruelle [339] among
others where the notion of stability is not, as one would rea-
sonably expect, related to the inclination to change because of
electromechanical disturbances but rather to ensuring that the
classical configuration energy or quantum mechanical ground
state of a system be bounded extensively from below because
energy is so and in warranting that the thermodynamic limit
be shown to exist. A thermodynamic limit does not always
exist and for single-molecule and some nanoscale systems in
particular it does not, even though stable single molecules do
exist [340, for e.g.] and their reaction dynamics are observ-
able [341–345, for e.g.]. Dyson [346] further claimed that
the PEP is necessary for the stability of a system whose elec-
trons and nuclei are of equal or of greater mass and charge,
neither of which is true in Nature any more than matter fails
to implode before exploding because the PEP is operative as
necessary to a bewildering explication via a cascade of in-
equalities [218, et passim].

Echoing Wigner [347], Astumian [348] ascribes the un-
reasonable effectiveness of equilibrium theory for interpret-
ing single-molecule systems that are far from thermodynamic
equilibrium to their closeness to mechanical equilibrium. The
primary determinant of structures available to a molecule lies
in its Coulomb potential, not in peripheral diversions such as
the PEP, whether Pauli repulsions are in the mind of the be-
holder, etc. How the Coulomb potential responds to deforma-
tions is transparently gauged by Earnshaw [125]’s theorem
which, as will be shown in the following, indicates that the
Coulomb potential is robust against elastic distortions so that
the molecule is consequently stable until it transitions to a
mixed state under environmental influences whereupon to no
great surprise it may destabilize.

Earnshaw’s theorem [125], as recounted by Maxwell

∗This is a condition deemed necessary [336] for the Coulomb Hamilto-
nian operator to be self-adjoint.

[349, cf. 116] and Jeans [350, cf. 192], basically states that
harmonic matter is not stable since it has no interior minima
in V the least of which could correspond to a configuration
where the molecule has an equilibrium point, as first defined
by Lagrange [351, cf. Part 1, §3, No. 16, p. 38] for mechani-
cal systems, which computational scientists routinely detect
in electronic structure calculations as positive definite sec-
ond variations [352, for e.g.] of the energy functional E =

〈ψ,Hψ〉/〈ψ, ψ〉 ≥ E0, where E0 is the true ground-state en-
ergy of the self-adjoint Coulomb Hamiltonian operator [336]
from which molecular thermodynamicstabilities are assessed.

The Coulomb potential energy functionVC(x) of a mole-
cule is the sum of its attractive electron-nucleus, repulsive
electron-electron, and repulsive nuclei-nuclei potentials of in-
teraction, viz.

4πVC(x) = −

N∑
i=1

M∑
j=1

Z j/|ri − R j| +

N∑
1≤i< j

1/|ri − r j|

+

M∑
1≤i< j

ZiZ j/|Ri − R j| ,

(19a)

where x ∈ RM × rN . There are no self-repulsion terms (of
nuclei or electrons) in VC. Of course, the Coulomb force
FC(x) = −∇VC(x) is conservative. Equally, ∇ × FC = 0 as is
also required of a conservative force. Formally, the Laplacian
ofVC(x) is

4π∇2VC(x) = −

M∑
i=1

Ziδ(x − Ri) +

N∑
i=1

δ(x − ri)

+

M∑
i=1

Z2
i δ(x − Ri) ,

(19b)

where the first two terms on the right are the net nuclear and
electronic charge density, respectively. Thus

4π
∫

V
dx∇2VC(x) =

M∑
i=1

Z2
i − z , (19c)

where

z =

M∑
i=1

Zi − N (19d)

is the net charge of a polyatomic ion. Earnshaw’s theorem
applies: VC(x) is subharmonic (∇2VC > 0) and sustains in-
terior minima in V corresponding to stable mechanical con-
figurations. Consequently, the Coulomb potential VC(x) is
stabilizing. The stability of a polyatomic ion is due entirely
to the bilateral repulsion between its nuclei. Any reduction in
this repulsion through, say, nuclear screening [323] – a phe-
nomenon unavailable to self-gravitating systems† – destabi-

†Even though the gravitational and Coulomb forces are both inverse
square relations, the former is always attractive because of the positive mass
theorem [353, 354] while the latter may be attractive or repulsive according
as the charges are different or alike.
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lizes a neutral molecule or polyatomic ion. The PEP pro-
motes stabilization by boosting nuclear screening through the
dispersal of fermions and the assembly of bosons that charac-
terizes its vague role.

The work done on an arbitrary particle (electron or nu-
cleus) of charge q in V is∫

V
dx∇ · FC,q(x) = −q

n∑
i=1

qi

∫
V

dx∇2
xi

(
1

|x − xi|

)
= −4πqz ,

(20a)

where

FC,q(x) = −q
n∑

i=1

qi∇xi

(
1

|x − xi|

)
, (20b)

with qi and xi ∈ RM × rN as the charge and location, respec-
tively, of any of the molecule’s n = M + N particles (includ-
ing the one under consideration), which vanishes if z = 0, is
exothermic if z < 0 as in anion formation, and endothermic if
z > 0 as in cation formation and consistent with our previous
finding that nuclear screening increases with stabilizing an-
ion formation, and conversely. The propensity of an atomic
or polyatomic species to form ions is a measure of its stability
and consequent reactivity in context [355, 356, for e.g.]. The
findings of Lieb and Loss [357] (whose assumptions on the
separability or disentanglement of all nuclei – regardless if
they in bulk supply have fractional integer spins as to follow
Fermi-Dirac statistics – from the fermionic pool, we avoid)
are in accord with our revelation of the preference for anion
formation as observed empirically.

The Lorentz-Faraday conservative force Fint = −∇Vint in
(13a) is the sum of the negative gradient of the scalar potential
Φ as given in (14a) and the curl of the vector potential A as
given in (14b). Since the div curl vanishes, it is clear that
∇2Vint(x, t) = ∇2Φ(x, t) so that the Lorentz-Faraday force
Fint is stabilising just like the Coulomb force FC provided
φ is subharmonic at x ∈ V .

Earnshaw’s theorem reveals the propensities of a fixed
aggregation of nuclei and electrons acting collectively under
the Coulomb potential to form mechanically stable species
(molecules or polyatomic ions), isomers with identical chem-
ical formulas but different arrangements of nuclei giving rise
to structural isomerism in which chemical bonds between nu-
clei differ, or stereoisomerism in which the bonds are the
same but the relative positions of the nuclei differ. Such iso-
mers generally have different physical and chemical proper-
ties. Thus, the paradigmatic classical molecular structures
[358–360] of chemistry are evidentially a consequence of the
subharmonic nature of the Coulomb potential and not a self-
styled conundrum [361] whose long-crusading resolution
[362, et passim] would have it devolve to a foundational de-
fect of quantum theory.

This proof of the mechanical stability of matter based on
Earnshaw’s theorem is within the grasp of anyone with high

school “calculus and vectors” preparation. Additionally, the
proof makes no distinction between the stability of a single
molecule over that of molar amounts of them within the scope
of the extensivity-intensivity [363, 364] divide. Mechanical
stability of molecules as gauged by Earnshaw’s criterion is
of paramount importance regardless of quantum mechanics.
Shell and orbital models are used to describe the arrange-
ments of protons and neutrons in atomic nuclei and electrons
in atoms and molecules, respectively. The shells or orbitals
are filled with fermions in order of increasing energies ex-
cept when the binding energy of the next addition is less than
the last and in post hoc compliance with the PEP and Hund’s
rule of maximum multiplicity. The motion of the electrons
in a molecule constrains the nuclei to a particular geometric
configuration, one that minimizes their energy functional.

The widespread belief that the PEP is necessary and suf-
ficient for the stability of molecules would appear to have
entrenched itself in the lore of chemistry and physics when
Niels Bohr proclaimed it to be so in his Faraday Lecture to
the Chemical Society [198]. This should not come as a sur-
prise given that the forces responsible for molecule formation
in the most reductionist way from their constituent nuclei and
electrons are entirely classical in origin. Since the Coulomb
potential was shown to be subharmonic, Earnshaw’s theorem
lends credence to the fact that aggregates of nuclei and elec-
trons can be mechanically stable independently of both the
PEP and the overarching assumption that even the heaviest
of nuclei cannot be fermions regardless of their spin. The
Lorentz-Faraday potential is purely quantum mechanical in
origin, it is operative under thermal conditions, and it is sub-
harmonic and stabilizing.

As Chandrasekhar [365, 366] demonstrated in revealing
the limiting mass above which electron degeneracy pressure
in a star’s core is insufficient to balance the star’s own gravita-
tional self-attraction, the PEP cannot be naively invoked inde-
pendently of the Heisenberg uncertainty principle, although
most chemists and high school science teachers routinely do
so.

Slater [367] was first to point out the relevance of the
quantum mechanical counterpart of Clausius’ classical virial
theorem for stationary state molecular systems [368, for e.g.].
The quantum mechanical virial theorem has been proved for
polyatomics [369] and reads as

2〈KE〉 + 〈VC〉 = 0 , (21)

where 〈KE〉 and 〈VC〉 are the time-averaged expectation val-
ues of the kinetic KE and potentialVC energies, respectively,
without drawing any distinction between the masses of nuclei
relative to electrons, the sole difference being in relation to
their spins. Since E = 〈KE〉 + 〈VC〉 = 1/2〈VC〉, clearly the
virial theorem is closely related to the conservation of energy
principle.

Clausius’ derivation of the classical virial theorem used
Jacobi [370]’s extension of Lagrange’s treatment of the 3-
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body problem to many-body systems which, in conjunction
with the first law of thermodynamics, permitted him to in-
vestigate the stability of self-gravitating systems. Jacobi’s
approach applies equally to a molecule whether in a station-
ary state under Coulomb control or in a dynamic state under
Lorentz-Faraday control. In this regard, the equivalence of
the stability criteria of Jacobi and Earnshaw is clear: they
both maintain that an harmonic molecule is unstable regard-
less of the PEP which of course was unknown to them. Whe-
ther molar quantities of harmonic molecules are stable or not
depends on how they interact and in so doing could make
each other anharmonic and potentially less stable or even un-
stable. Thus, water condenses to liquid and further solidifies
under sundry conditions but with differences in their under-
lying stabilities determined by their hydrogen-bonding net-
works without necessarily invoking the PEP.

The virial theorem states that if any system whose con-
servative forces come from a potential energy function which
is a power law of the distance between its constituents – such
as a self-gravitating body (Vg) or a Coulomb molecule (VC)
– settles into equilibrium then its total energy will be bal-
anced between the kinetic energy of those constituents and
the potential energy stored due to their mutual interaction. As
previously remarked, the virial theorem presupposes the ap-
plicability of the first law of thermodynamics for a stationary
system. In a thermal field where the SLT reigns, the first law
takes an hiatus and the steady-state virial theorem given in
(21) is supervened upon by its dynamical counterpart as will
now be explained. Before doing so, however, it is appropriate
to note that Pollard [371] gave a derivation of the classical
virial theorem which eliminates its unnecessary assumption
that the system is bounded in the sense that distances between
particles and the velocities of the particles remain bounded as
was Ambartsumian [294]’s objection to Zwicky [293]’s use
of the virial theorem, and replaced it by the condition that for
the theorem to hold it is both necessary and sufficient that for
xi ∈ x, max

i< j≤n
|xi − xj| = O(t) as t → ∞.

In an “isolated” molecule Fint(x, t) is dormant but the
Coulomb molecule is stable and undergoes reversible (∆S =

0) processes without the involvement of the phase. The Cou-
lomb potential is classical with a basis in field theory [3, for
e.g.] that sees it as involving the exchange of “virtual” pho-
tons created only for the duration of the exchange process.
Such an exchange force may be either attractive or repulsive
and whose range is set by the energy-time uncertainty princi-
ple so that a particle of mass m and rest energy E = mc2 has
a range of no more than 1/2mc which is infinite for a mass-
less photon whose finite momentum can exert a force known
as radiation pressure. However, if it were to be driven out
of equilibrium by the stabilizing Fint(x, t) at T > 0 the local
phase would regulate irreversible (∆S (t) > 0) changes in the
molecule. Unlike the Coulomb force, the Lorentz-Faraday
force is quantum mechanical which, when operative at fi-

nite T , produces real Helmholtz-Hodge photons of unlimited
range but of finite lifetime. Since photons are bosons of unit
spin, transitions involving their absorption and emission must
result in unit change in the angular momentum of the system
for a net-zero change consistent with the absence of internal
vortices in a heated molecule as was previously noted∗.

The probability density ρ(x, t) = |ψ(x, t)|2, written identi-
cally as

ρ(x, t) =

∫
V

dx′ ψ∗(x′, t)δ(x − x′)ψ(x′, t) , (22a)

where the configurational kernel is formally

δ(x − x′) =

M∑
i=1

δ(x − Ri) +

N∑
j=1

δ(x − r j) (22b)

with x, x′ ∈ V ⊆ Rn = RM × rN and n = M + N is a normal-
ization constant so that∫

V
dx ρ(x, t) = n , (22c)

to give the expectation value of the kinetic energy of motion
of the molecule’s constituents as

〈KE(t)〉 =
1
2

∫
V

dx ρ(x, t)|∇φ(x)|2

=
1
2

∫
V

dx

 M∑
i=1

|∇Riφ(x)|2 +

N∑
j=1

|∇r jφ(x)|2
 . (22d)

The virial of Fint(x, t) being
∮
∂V da n̂ ·Fint, within V its expec-

tation value is

〈∇ · Fint(t)〉 =

∫
V

dx ρ(x, t)∇ · Fint(x, t)

=

∫
V

dx

 M∑
i=1

φ(x)∇2
Ri
φ(x) +

N∑
j=1

φ(x)∇2
r j
φ(x)

 (22e)

which is the work done Q(t) by Fint that the change in en-
tropy exceeds at T > 0 as given by the quantized Clausius
inequality in (11a) or (11b).

The sum of 2〈KE(t)〉 and 〈∇ · Fint(t)〉 vanishes†

2〈KE(t)〉 + 〈∇ · Fint(t)〉 = 0 . (22f)
∗The Coulomb force acting between two charges is generally not parallel

to the vector separating them and so exerts a torque on each which means
that the angular momentum of any charge changes all the time with the two
charges merely “exchanging angular momentum” whose total is conserved.
A similar but more complex exchange process [372, for e.g.] undoubtedly
takes place between the charged constituents of a molecule and its internal
Helmholtz-Hodge electromagnetic field.

†Wigner has pointed out [373, loc. cit., p. viii] that “It is a well known
fact . . . ” (pausing until resuming his unswerving accuracy) “It is well known
to some people that every operator can be made self-adjoint.” For f ∈ L2,
〈 f ,∇2 f 〉 + 〈∇ f ,∇ f 〉 = 0, a fact acknowledged by Slater [367].
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This extension of the virial theorem to nonstationary dynam-
ics involving internal Lorentz-Faraday forces is consistent
with Milne [374]’s demonstration that the virial theorem con-
tinues to hold true if the particles are acted on by external fric-
tional forces proportional to their velocities and Collins’ [375,
loc. cit., p. 97] remark:

To date the virial theorem has been applied to
systems in or near equilibrium. It is worth re-
membering that perhaps the most important as-
pect of the theorem is that it is a global theorem.
Thus systems in a state of rapid dynamic change
are still subject to its time dependent form.

The relation of KE to Q often presents as an unwitting pitfall.
Recall that heat and temperature are not the same: heat is the
total kinetic energy while temperature is the average kinetic
energy with the difference depending on the number of de-
grees of freedom of the system and the dispersal or spread of
energy at that temperature as quantified by entropy [376, et
passim]. Nor are work and heat synonymous. As remarked
before, work is the transfer of energy by any means other
than heat except if associated with a nonconservative force
like friction, but heat can only be partly converted to work.

The Morse-Sard theorem [146, 147] precludes the sum
2KE + ∇ · Fint from vanishing locally except at the critical
points of φ, a set of measure zero. This means that 2KE +

∇ · Fint does not vanish over subregions or fragments of the
molecule (or a self-gravitating body) as to provide virialized
building blocks transferable in noumena to other molecules
(or self-gravitating bodies) in violation of the no-cloning the-
orem [377–379] of quantum mechanics.

Just as with entropy changes 〈∆S τ〉 given by (11c) for ar-
bitrary relaxation times (1/rates) under nonstandard state con-
ditions, the Laplace long-time averages

〈KEτ〉 =

∫ 1

0
ds e−s〈KE(τs)〉 (22g)

and

〈∇ · Fintτ〉 =

∫ 1

0
ds e−s〈∇ · Fint(τs)〉 (22h)

and their fluctuations are to be ascertained empirically. The
time average of (22f) is 2〈KEτ〉 + 〈∇ · Fintτ〉 and vanishes.

All objects at finite T emit thermal radiation as quantified
by their emissivity [380], a dimensionless number 0 < ε < 1
covering the range from perfect reflector to perfect emitter
and defined as the ratio of the energy radiated to that radiated
by a blackbody at the same temperature and wavelength and
under the same viewing conditions. An exception to this are
black holes: classically, they are black body absorbers that do
not emit anything but with the inclusion of quantum processes
they can emit radiation and particles. Molecules emit energy
that departs from a Planck distribution so the infrared light
emitted by vibrating molecules can be used to identify their
presence.

The energy density carried by an electromagnetic wave
whose source lies in the internal fields of the molecule is
given by their Poynting vector [381, 382, for e.g.] and the re-
sultant radiation pressure is

prad(x, t) = Eint(x, t) × Bint(x, t) . (23a)

Ideally, the photons constitute a black-body photon gas of
low but finite intensity due to their relativistic speed. Con-
sequently,

W =

∮
∂V

d̄W =

∮
∂V

da n̂ · prad(x, t) = ε σSB T 4V , (23b)

where σSB = π2/60 is the Stefan-Boltzmann constant. This,
together with (12e), ensures that U is in compliance with the
first law of thermodynamics and with d’Alembert’s principle
from which the conservation of energy follows as a conse-
quence [155, cf. Ch. IV]. In the absence of a thermal context,
the molecule is a stationary system with the conservative in-
ternal force Fint inoperative and with the Coulomb force FC

providing for its stability. The wave function’s local phase
has no bearing on the first law and features only when the
system is open to exchanges of heat with its surroundings at
finite T > 0. Even in the absence of a cyclotron, a heated
atomic-ionic-molecular system would be expected to exhibit
cyclotron-like radiation emissions [383] contributing to W as
its electrons and ions accelerate in the magnetic part of its in-
ternal Helmholtz-Hodge radiation field. If an atom at rest in
the vicinity of a black hole can undergo spontaneous emis-
sion [384] there is nothing to prevent a molecule in a heat
bath from doing likewise.

The Higgs potential determines whether the Universe is in
a true (stable) or a false (metastable) vacuum state. The SM
indicates [385] that the known Universe is in a metastable
state that could spontaneously collapse through tunneling de-
cay although not anytime soon since the lifetime of a metasta-
ble universe is predicted to be much longer than the current
age (∼ 13.8 Gyr) of the known Universe [386].

4.3 The absence of magnetic monopoles

Dirac [266] introduced magnetic monopoles to explain the
quantization of electric charge [387] and to promote reci-
procity between electricity and magnetism. He showed that
the magnetic charge gD and the electric charge e are related
by 2gDe = k, where k ∈ Z thus uncovering the quantization of
electric charge, so that when k = 1, say gD = e/2α ' 68.5e,
where α (' 1/137) is the Sommerfeld fine-structure constant.
Assuming that the classical radius of an electron and the “ra-
dius” of a Dirac monopole are equal, one finds that their
masses me and mm are related by mm ' 4700me, making the
magnetic (and gravitational forces) between two monopoles
many times stronger than those between two electrons, on
which basis searches have been conducted at every new ac-
celerator.
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If magnetic charges ρm and magnetic currents jm were to
exist, Faraday’s law resulting from taking the curl of Eint as
given in (13b) while recalling that curl grad vanishes and then
replacing the curl in A by Bint as given in (13c), would read
as

−∇ × Eint = α

(
4πjm +

∂Bint

∂t

)
(24a)

and the Ampère-Maxwell law would read as

∇ × Bint = α

(
4πj +

∂Eint

∂t

)
, (24b)

and the two would look more alike. The curl of Eint sug-
gests that its solenoidal part would be generated by the time-
varying Bint and moving magnetic charges jm while the curl of
Bint would imply that its solenoidal part would be generated
by the time-varying Eint and moving electric charges j. In
both cases it is the movement of charge, whether magnetic or
electric, that causes current flow while the time-varying fields
are mutually generative. Additionally, the analogs of (1a) and
(13d) are

∂ρm

∂t
+ ∇ · jm = 0 , (25a)

and
Fm = ρmBint − jm × Eint , (25b)

respectively, while the coupled wave equations in (16a) and
(16b) have the electric and magnetic fields and their sources
interchanged to give

�Bint = −4π
(
∇ρm +

∂jm

∂t

)
(25c)

and
�Eint = −4π∇ × jm , (25d)

respectively.
Dirac [266]’s seminal paper makes specific reference to

Weyl [388]’s gauge phase U(1) and thereafter [266, 387] al-
ludes to the vector potential of an external electromagnetic
field without recourse to the adiabatic theorem [389]. The
addition of the action 4πgDk to the local phase φ makes no
difference to its relative phase ∇φ so that as a gauge fix this
inclusion of the Dirac magnetic monopole does not ensure its
detection.

However, in contrast to the polar vector j which is T even,
the axial vector jm is T odd so that the magnetic monopole’s
analog ∂jm/∂t of the Lorentz-Faraday force given in (8a) is
even in time, a circumstance that would not only cause it to
decelerate magnetic charge via (25c) but more importantly
cause ∆S (t) to be symmetric in time at finite T in violation
of the SLT as was argued earlier. This violation, perhaps,
is why Nature has found no recent use for the elusive mag-
netic monopole [390–394], there being only a couple of re-
ports [395, 396] of its detection neither of which were ever

replicated. Were one to exist, a magnetic monopole would
rank as a new elementary particle for which ∇ · Bint = 4πρm

is finite and would exhibit a PT violation so as to change sign
under C [397, cf. Sec. 8]. Driven by T > 0, the integrability
of θ = φ−Et conveyed in (4) does not require the presence of
a nodal line emanating from a magnetic monopole to cause φ
to jump in value upon each complete cycle it makes around
∂V . Currently there is no explanation for the quantization of
electric charge and it is taken to be an empirical fact.

Dirac’s synthesis [266] implies that magnetic monopoles
may exist. Their dismissal here applies equally to alterna-
tive proposals for their production. Grand unification theo-
ries [398–400, for e.g.] (GUTs) predict that shortly after the
Big Bang magnetic monopoles were created whose conser-
vation of magnetic charge stabilized them against decay as
relics of the past. Indeed, the original impetus for inflation-
ary theories [401, 402, for e.g.] of the Universe [403–407]
was the so-called “monopole problem”. If the early Universe
underwent a phase transition because the symmetry of GUT
accruing from the supposed coupling of electromagnetic in-
teractions with the electroweak and strong forces into a sin-
gle force was broken then, in principle, magnetic monopoles
should have been produced in abundance. As yet, there is
no empirical evidence for any such primordial monopoles.
Inflation supposedly diluted their density in the Universe so
that it is unlikely in Borel’s sense that one will ever be de-
tected. An alternative to the dilution explanation is simply
that there are none. Forty years after his provocative paper,
Dirac is quoted [408, loc. cit., p. vii] in a letter written to Ab-
dus Salam at Trieste that “I am inclined now to believe that
monopoles do not exist. Too many years have gone without
any encouragement from the experimental side.” Thermody-
namics requires that electric charge be a scalar and magnetic
charge be a pseudoscalar under T reversal. Since both charges
are alike and cannot independently flip signs only one of them
exists and it is not the magnetic monopole. This has not led
to any curb in the enthusiastic pursuit of monopoles wherever
they hide. However, the MoEDAL Collaboration at the LHC∗

failed [409, et passim] to detect magnetic monopoles with
gD = 1, 2, 3 and masses up to 75 GeV/c2 at the 95 % con-
fidence level via the magnetic dual of the Sauter-Schwinger
[410, 411] proposal†.

4.4 The scarcity of antimatter

The known Universe is primarily filled with matter, not an-
timatter [30, cf. Ch. 7]. There are no natural forms of an-
tiparticles on Earth. Yet, antiprotons and positrons, the an-
tiparticles of protons and electrons, respectively, can be pro-
duced in particle accelerators to serve vital roles in medical

∗Large Hadron Collider
†This proposal of a mechanism for pair production is not a demonstrable

“effect” in the ranks of the photoelectron, Zeeman, Stark, etc., each of which
has been experimentally confirmed while to date the Sauter-Schwinger pro-
posal has not.

Gerald F. Thomas. The Arrow of Time and Its Irreversibility 137



Volume 19 (2023) PROGRESS IN PHYSICS Issue 2 (December)

physics [412]. The production of light antinuclei (d,3 He,
and 4He, for e.g.) composed of antiprotons and antineutrons
in high-energy cosmic-ray collisions with the ISM or from
their annihilation of unknown dark-matter particles are under
scrutiny within the AMS Collaboration on the ISS [413] and
the ALICE Collaboration at CERN [414]. It has been inti-
mated [415,416] that the observation of antihelium is the exis-
tence of antimatter-dominated regions containing anticlouds
or antistars, it being estimated that there are ∼ 2.5 ppb antis-
tars within several hundred light years from our Sun.

If the C symmetry of the Lorentz-Faraday force Fint =

∂j/∂t were possible it would amount to its T reversal (equiv-
alently, a CP-violation) which is prohibited by the SLT. The
baryon number is conserved in all interactions of the SM with
the exception of chiral anomalies involving sphalerons – sad-
dle points of the electroweak potential – for which there is
no experimental evidence. Both GUT and SUSY allow vi-
olations of the conservation of baryon and lepton numbers
through proton decay, but this too has never been observed.

The oppositely-charged proton and electron are the pri-
mary representatives of the baryonic and leptonic particles
and their antiproton and positron particles are of opposite
sign. In their electromagnetic interactions, C symmetry on
the proton would result in a T reversal since the Lorentz-
Faraday force will go from being odd to even in t. For the
electron, however, no such T reversal occurs since the
Lorentz-Faraday force remains odd in t for the positron. In
short, the SLT rules out the copious presence of antiprotons in
the Universe for the same reason as the nonobservance there
of magnetic monopoles: they are both in violation of the SLT.
In contrast, the production of positrons in the Universe is in
compliance with the SLT.

Neutrinos have many sources: supernovae, the Sun, the
Earth and its atmosphere, nuclear reactors, particle acceler-
ators, etc.; they have no charge; they interact via the elec-
troweak force and, perhaps, gravity; they are observed in-
directly via the particles that emerge when a neutrino hits a
detector; they have left-handed helicities (spin antiparallel to
momentum). Nobody knows if neutrinos (νe, νµ, ντ) are their
own antiparticles (νe, νµ, ντ) but all six leptons are regarded
as distinct elementary particles in the SM. Neutrinos are the
most abundant matter particles in the Universe and are can-
didates for dark matter. Hypothetical sterile neutrinos (which
are believed to be right-handed and to interact only by grav-
ity) have not been found in either the MicroBooNE [417]
or the STEREO [418] experiments. The primary interna-
tional experiments for neutrino science are NOvA, T2K, and
DUNE. Due in large to their small but finite masses [419],
neutrinos change flavor (e, µ, τ) in flight, a transformation
known as neutrino oscillation [420, 421], behavior that lies
beyond the purview of the SM. If the oscillations of neutrinos
are different from that of their antineutrinos – a result which
is currently not known within the 5σ standard of the SM –
CP is broken with which neutrinos violate T-symmetry. This

would relegate neutrinos to the same league of CP violators as
quarks [422, cf. Sec. 13]. Cosmic leptogenesis [423, 424, for
e.g.] and baryogenesis [425, 426, for e.g] are related if for
no other arguable reason than that they both occur under the
same conditions of thermal disequilibrium to which statistical
mechanics is inapplicable.

If B and L are the baryon and lepton numbers, at ther-
mal equilibrium both 〈B〉T and 〈L〉T vanish so there is no net
generation of either number. This justifies our prior appli-
cation of Clausius’ inequality for the time-dependent change
in the entropy to show that baryons are in violation of the T-
asymmetry of the SLT. This equally applies to leptons (neu-
trino oscillations, regardless) and is consistent with Sakharov
[427, 428]’s departure from thermal equilibrium criterion for
particle asymmetry, be it a baryon or a lepton.

Leptons and baryons are in violation of the SLT through
their disregard for the T-asymmetry of entropy that accrues
from the subharmonicity of the local phase φ whose gradient
∇φ is the velocity of the wave packet of the lepton or baryon
resulting in their mutual observed asymmetry. In short, the
SLT is the reason why the cosmos is free of antimatter whe-
ther it be leptonic or baryonic.

4.5 The strong CP problem

Probe images [429] of the light outside the Milky Way (the
cosmic optical background, COB) have implicated axions,
hypothetical finite mass, neutral, spin zero, long-lived bosons,
as candidate sources [430,431] of dark matter to explain why
through their decay into photons the light seen in the COB
is brighter than expected. The original reason [432, 433] for
proposing the existence of axions was to explain why CP vio-
lations present in weak interactions are absent in strong inter-
actions [14,15, et passim] as evidenced by the nonobservance
[434] of an EDM of a neutron. Prompted by Peccei-Quinn ax-
ion theory [432,433] for the strong CP problem, Wilczek and
coworkers [435, 436] were among the first to identify axions
as possible progenitors of wave-like dark matter. Because
low-mass axions are thought to emanate from the interiors
of hot stars as possible cold Bose-Einstein condensates [437]
and to couple to two photons in a magnetic field, the CAST
Collaboration at CERN [438] directs a strong magnetic field
at our Sun to detect the X-ray photons from axions but has yet
to report any findings. The search continues [439–441] but
has so far failed to report their presence. Regardless, elusive
axions could serve a purpose different from being suggestive
of an equally elusive dark matter.

Wilczek [442] showed that the electrodynamics of ax-
ions can be described if one adds a term of the form aBint ·

Eint to the Maxwell Lagrangian for an electromagnetic field
(Eint,Bint), where a describes the strength of the axion field.
This adds further charge density −∇a · Bint to Gauss’ law and
current density ∇a × Eint + ȧBint to Maxwell-Ampre’s law,
reflecting the fact that a(x, t) is both P and T odd. Recall-
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ing [145] that under T reversal, Eint is even while Bint is odd,
the inclusion of axions as sources of (Eint,Bint) in (16a,16b)
does not reverse the arrow of time in violation of the SLT
so that CPT invariance holds for axion-mediated strong inter-
actions. This contrasts to both magnetic monopoles and an-
timatter discussed previously where the opposite is true and
neither are observed in accord with the reality of the SLT.

A recent study [443] of a single gravitationally-lensed
quasar found its Einstein rings [444] to exhibit anomalies sug-
gesting the presence of wave-like behavior consistent with ul-
tralight axions as a more viable dark matter candidate than
WIMPs.

SM predicted EDMs are many orders of magnitude below
current experimental limits. The aforesaid SLT restoration of
CPT invariance for strong CP interactions via axions does not
bode well for measurement of the EDMs of subatomic parti-
cles which have never been found [445–447, for e.g.] below
what is effectively naught for a bona fide dipole moment re-
gardless of significant instrumental and Bayesian data pro-
cessing advances. Neither the SM nor the SMC provides an
explanation for leptonic or baryonic asymmetry.

4.6 Heaviside dark energy and the expansion of the Uni-
verse

Imagine replacing the nuclei and electrons of a molecule with
uncharged point particles of arbitrary masses such that their
Coulomb potential is replaced by the gravitational potential
and ρ, φ, j, and Fint go over into ρg, φg, jg, and Fint,g, re-
spectively, as the electromagnetic molecule analogizes to a
self-gravitating body, which will proxy here as the Universe.
Unlike the molecule in a heat bath catered to by the zeroth
law of thermodynamics at finite temperature T , the Universe
is alone in a CMB mean temperature [448] of ∼ 2.725 K.

Gravitoelectromagnetism (GEM) connects the mass den-
sity ρg and the mass current density jg = ρg∇φg in a grav-
itational field as Maxwell-like equations, an analogy (with
ε0 → −1/4πG) first pointed out by the late-nineteenth century
physicist and electrical engineer Oliver Heaviside [449, 450].
As a linear approximation to GTR [451, 452] in the weak-
field limit without being Lorentz invariant, GEM is the field
theory for the hypothesized graviton, a neutral and massless
boson thought to propagate transversely on the null geodesics
of the metric tensor at the speed of light, just as photons do in
geometric optics.

On 11 February 2016 the Laser Interferometer Gravita-
tional Wave Observatory (LIGO) announced [453] it had de-
tected gravitational waves produced by the merger of two
black holes more than a billion light years from Earth. The
Universe is filled with massive objects which undergo rapid
accelerations that generate detectable gravitational waves of
four LIGO-defined categories, viz. Continuous, Compact Bi-
nary Inspiral, Stochastic, and Burst. Through their specific
interactions these massive objects cause ∂jg/∂t to accelerate

a test particle of velocity ∇φg with attendant gravitational
waves: just like Fint, this source Fint,g is odd in time and
is fueled by the gradient in ρg. Gravitational waves do not
travel backwards despite the indifference of electrodynam-
ics and quantum mechanics to the direction of time. Conse-
quently, within the range of validity of GEM, the Universe is
T-asymmetric in compliance with the SLT and harbors nei-
ther gravitomagnetic monopoles nor antimatter contrary to
the earlier findings of Sakharov [427, 428] who restored CPT
invariance by invoking an anti-Universe that proceeded in re-
verse time since the Big Bang and where antimatter domi-
nates. Paradoxically, Sakharov’s anti-Universe was rediscov-
ered recently by Turok and coworkers [454, 455] in a new
cosmological model that inter alia includes a sterile neutrino-
based dark matter hypothesis. Like Sakharov’s, it too vio-
lates the T-asymmetry of the SLT as does their mutual anti-
Universe.

Recall that the Maxwell stress tensor σint,g has units of
negative pressure∗, with the diagonal elements providing the
tension and the off-diagonal elements the shear, and repre-
sents the contribution of electromagnetism to the source of
the gravitational field (curvature of spacetime) in GTR. The
Poynting vector Sint,g = Eint,g × Bint,g provides the energy
density of the gravitational waves emanating from the self-
gravitating object as it expands at a rate that is accelerating
just like the known Universe [457, et passim] due to the repul-
sive effect of Fint,g on the gravitational field. Dark energy is
the work done by the Heaviside analog Fint,g = ∇·σint,g−Ṡint,g
of the Lorentz-Faraday force in causing this accelerating ex-
pansion, such energy being dark because gravitons are likely
undetectable [458, 459].

The recently launched European Euclid telescope plans to
investigate dark energy and dark matter in a Universe wherein
∼ 95% of its inventory is unknown. Dark energy is quantified
by an equation of state parameter [460, for e.g.] w, the ratio
of pressure to density. All indications are that w is close to
-1 suggesting that the pressure is both outward (sic negative)
and constant.

Alternatively,

w(t) ∝ Fint,g/ρg = ∇φg ln ρ̇g . (26)

For the known Universe, w(t) affects both its geometry, via
∇φg, and the growth rate of its structures, via ln ρ̇g, so that
w(t) ≤ 0. The dark energy induced expansion is irreversible
provided ∇φg is finite in conjunction with ln ρ̇g serving as a
time-varying sensitivity measure for w(t); otherwise the Uni-
verse is in steady-state or is imploding, neither of which is
believed to be true.

No one knows how the world will end but Katie Mack
provides a guide [181] to some of the possibilities. Since

∗Botanists [456, for e.g.] use the negative pressure ρhg of sap to explain
how in the absence of an internal pump, ρ-density water ascends a height h
through the xylem and phloem tissue against the acceleration due to gravity
g for the tallest of trees.
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the guide first appeared, several other speculative hypotheses
have come along. For example, new early dark energy [461]
with the potential to resolve the tension between recent local
measurements of the expansion rate of the Universe using su-
pernovae data and the expansion rate inferred from the early
Universe via the CMB; dark matter particles with an extra
force [462] proportional to the velocity squared mimics the
temporal evolution of the effect of a cosmological constant; a
mechanism [463] by which a dynamical form (quintessence)
of dark energy could cause the acceleration of the Universe to
cease and then transition from expansion to a phase of slow
contraction of yet-another cyclic universe.

In contrast to such prevailing dogma, the preceding identi-
fication via (26) herein of dark energy as the work done by the
Heaviside analog of the Lorentz-Faraday force in causing this
accelerating expansion makes no reference to a cosmological
constant Λ [464, 465] and its relation to the accelerating ex-
pansion of the cosmos [466]. There is no known experiment
that can distinguish between Λ and a vacuum energy den-
sity. This ambiguity results in dark energy [467] and vacuum
energy [468] being pursued as the leading candidates of finite
Λ. Unruh and coworkers [469] tackled this beguiling problem
in favor of the gravitational property of the quantum vacuum
(assuming it gravitates in compliance with the equivalence
principle of GTR) to suggest that there is no necessity for
a finite Λ to explain the observed slowly accelerating expan-
sion of the Universe as opposed to its catastrophic explosion∗.
Were T to approach zero, the self-gravitating object would
no longer expand but could conceivably fragment or implode
before dying as it ceases to emit further gravitons in assuring
that its enthalpy U vanishes in compliance with the first law
of thermodynamics†. If the Universe is stable, dark energy
can maintain its current value, the laws of physics prevail into
the future, and its fate will be an eventual heat death. How-
ever, if as is popularly believed, it is unstable or metastable
because the mass of the Higgs boson is appreciably less than
that of the top quark [471], the quantum vacuum may sponta-
neously decay to a lower-energy state whereupon black holes
consume galaxies and each other before eventually evaporat-
ing via Hawking radiation [472] emissions. At that point,
all that remains in the Universe are photons and gravitons
and wayward masses so remote from each other that they
do not interact with anything, gravitationally or otherwise.
Frautschi [473, loc. cit. p. 599] failed to identify a scheme for
the immortality of life: his hope that radiant energy produc-

∗After a brief (<< 1 s) period of inflationary expansion (sic stretching),
the Universe ostensibly contracted for ∼ 9 billion years before it started to
expand again at an accelerating rate fueled by dark energy or, equivalently,
an energy density homogeneously distributed in the vacuum that is many
orders of magnitude larger than the value Einstein thought it ought to have.

†If ever 0 < T � 1, Q and W vanish via (12e) and (23b), respectively,
so that U = 0 and F = 0 whereat nothing further happens since no more work
can be done at which time ∆S vanishes, a view first proposed by Thomson
(sic Kelvin) [470] and commonly known as the Heat Death (aka Big Freeze)
of the Universe.

tion would continue without limit so that life capable of using
it forever can be created is not likely to transpire.

As the only survivors of that fin de cosmos, photon and
graviton fields resort interminably to Gertsenshtein [474] ex-
change in which one field produces the other under the aegis
of their respective Bint,g. The process is irreversible in accord
with the quantum Clausius inequality given in (11b) provided
the respective φg for the photon and graviton field is subhar-
monic. At this juncture time stops and is superfluous since in
the absence of mass it lacks measure.

With possibly one provocative exception [475–477], all
indications [478] are that the known Universe is flat or, if it
has any curvature, it is small. Since the boundary ∂V is em-
bedded in V(t), the Willmore functional [479] of V(t) given
by

W(V(t)) =

∮
∂V

da n̂ · (H(x)2 − K(x)) ≥ 0 , (27)

serves as a measure of how much V(t) deviates from a hy-
persphere on which H2 = K everywhere, where H is the local
mean curvature (average trace of S, the shape operator) and K
is the local Gaussian curvature (determinant of S) of V(t). Fi-
niteW(V(t)) provides a route to monitor local changes under
Willmore flow [480] and provides an alternative to the pursuit
of a cosmological constant based on the Weyl curvature of the
Maxwell stress tensor σint,g [74, 481].

Once the Willmore flow of V(t) is established, the phase
φint,g is provided via the Perron-Wiener-Brelot solutions to a
Dirichlet problem [482, cf. Ch. 4] on the boundary ∂V where-
on it is maximized and within which it is subharmonic. The
phase is furthermore relatable to its hyperspherical harmonic
expansions [483, 484] available in principle for many-body
systems beyond banal one- and two-particle approaches. With
W(V(t)) and φint,g so determined, the de Broglie-Sommerfeld
condition in (4) comes into its own in providing the distribu-
tion of mass ρint,g in the system as a function of energy and
its sidekick, entropy.

4.7 Recirculation

Under extreme mechanical loading or shearing conditions,
materials are driven so far from equilibrium that they and
their molecules change shape irreversibly. Cell membranes
tend to position themselves so as to minimize their Willmore
energy [485], a finding consistent with the long-standing im-
portance for both biologic [486, cf. Ch. 9], [487], [488] and
nonbiologic [489] specificity disregarded in the fog of one
upmanship [490].

A neutral atom of atomic number Z has a boundary ∂V ⊆
RN with N = Z. A lone atom in V at T > 0 is orientation-
ally spherical and its V is of finite mean curvature 1/rZ and
Gaussian curvature 1/r2

Z , where rZ is the atomic radius. For a
molecule at T > 0 within ∂V ⊆ Rn with n = M + N, the sta-
bilizing Lorentz-FaradayVint(x) and CoulombVC(x) poten-
tials are noncentral and V is unlikely to be spherical. There is
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no a priori reason why any but the simplest of molecules can-
not take on knotted configurations in their chemical graphs.
The volume of a molecule is not necessarily a simply con-
nected surface whose boundary is free of holes. Pursuit of
the protean development of V for a molecule under Willmore
flow might provide an algorithmic basis for those notions of
molecular volume and shape in use since pioneered by Ein-
stein and Perrin but found wanting by some [362, et passim].

5 Conclusion

By simplifying the system of interest to that of a single entity
– a molecule or any other particle or structure in its known
Universe – whose only descriptor is its wave function from
which the Lorentz-Faraday force emerges without appeal to
the equipartition theorem [491, for e.g.] but rather from the
gradient of its phase when the system connects to a thermal
field, whence it relays both the direction of time and entropy
increases to the observable macroscopic world of thermody-
namics from the microscopic worlds of quantum mechanics
and electrodynamics.

Both the SLT and Faraday’s law of electrodynamics are of
similar vintage and status. Surprisingly, they share a hitherto
unrecognized connection at the microscopic level. Whereas
the former receives unrelenting challenges and suggested mo-
difications, the latter presents just a few conceptual difficul-
ties and paradoxes for some but without offers to replace it for
any technological benefit over that which it has long wielded.
Here it was shown that both laws are easily understood by
standard quantum mechanics that does not dismiss the local
phase of a system’s state as being as physically unimportant
as is widely promulgated.

The relationship between the thermodynamic arrow of ti-
me and time-reversal symmetry in nonrelativistic quantum
mechanics was shown to lie in the continuity equation for the
probability density and its connection to the probability cur-
rent through the local phase of the charge amplitude. The
change in the entropy of an autonomous molecule in con-
tact with a heat bath was shown to be asymmetric in time
and increases (irreversible process) or remains unchanged (re-
versible process) according as the relative change in its wave
function’s local phase is finite or vanishes, respectively. Ther-
mal equilibrium is attained though weak neutral currents cau-
sed by internal electric and magnetic fields originating with
the conservative Lorentz-Faraday forces acting on the nuclei
and electrons of a molecule as affected by its hotter environ-
ment.

The evolution of j as identified in (8b) is driven by the
feedback ∇ · j as modulated by the finite time-independent
gradient of φ, the phase of the wave function ψ. This feedback
is integral to a system in a thermal field and however it deter-
mines the dynamics of the system, in no way does it control
that dynamics. If the feedback is negative it tends to produce
stability as evidenced by the fulfillment of the virial theorem.

The SLT determines that the feedback loop evolution is neg-
ative, consistent with Sommerfeld [144, cf. §28]’s radiation
condition on ψ as was previously noted (vide supra). If, how-
ever, the feedback is positive as identified in (8c), it gives rise
to instabilities as manifested by violations of the virial theo-
rem, exemplified by dark energy acceleration of the Universe
in the weak field limit, for instance.

Processes between the system and its surroundings driven
by nonthermal gradients are similarly accompanied by an in-
crease in the total entropy whose T-asymmetry prevails
through its ongoing relation to the rate of change in the prob-
ability current, an operator that is even in time. While the
wave function’s local phase was shown not to influence the
system’s necessary fulfillment of the first law of thermody-
namics, its subharmonicity was shown to be a necessary and
sufficient condition for it to comply with the SLT as first for-
mulated by Clausius. The time asymmetry of ∆S (t) addition-
ally implies that the detection of permanent EDMs of sub-
atomic particles (electron, proton, neutron, muon) – a conse-
quence of CP violations and T-asymmetry in particle physics,
with or without the assumptions of CPT symmetry [28, 29]
– may never succeed. Indeed, the latest high-precision mea-
surement [492] of the EDM of an electron drew a blank. The
spectroscopic technique used by Roussy et al. [492] has an es-
timated mass reach of 40 TeV, an order of magnitude higher
than at the LHC.

It is worth noting that the Hamiltonian operator of the sys-
tem has played no explicit role in this exposition other than
through the ubiquitous self-adjointness of the Laplacian, con-
fined or free. Entropy production is greater when the local
phase is subharmonic on the boundary rather than within the
molecular volume. Faraday’s law of induction was shown to
hold for a single molecule provided the gradient of its local
phase is finite, a necessary and sufficient condition for it not
to present with its well-known paradoxes.

The primary contribution of this paper is the identifica-
tion of internal conservative Lorentz-Faraday forces acting on
the nuclei and electrons of a molecule in a thermal field and
their decomposition into coupled internal electric and mag-
netic fields. This highlights the role of the dynamic proba-
bility current in causing entropy changes to be T-asymmetric
contrary to the received word [98, 493–495, for e.g] that the
direction of the arrow of time in macroscopic systems ought
to originate from dominant (sic fundamental) time-reversal
symmetric classical and microscopic dynamics or quantum
fluctuation relations when in reality the opposite applies due
to fact that the world is observed macroscopically even if per-
ceived microscopically. Additionally, it brings out the role of
the local phase of the state in distinguishing reversible from
irreversible thermodynamic processes in accord with Clau-
sius’ formulation of the SLT and in providing a microscopic
basis for Faraday’s law of induction through the presence of
electrically neutral currents mediated by photon exchange in
all intramolecular interactions involving the nuclei and elec-

Gerald F. Thomas. The Arrow of Time and Its Irreversibility 141



Volume 19 (2023) PROGRESS IN PHYSICS Issue 2 (December)

trons of the molecule and so revealing the greater importance
of electrodynamics over electrostatics as long ago asserted by
Earnshaw in accounting for the stability of molecules.

Due to its failure to fully live up to its marquee standing,
the SMC has spurred many explorations beyond its domain
for “new physics” but without first addressing what is its most
fundamental oversight: its failure to comply with the SLT and
its corollary, that entropy increases in irreversible processes to
punctuate the evolution of the known Universe.

By going back to Clausius’ inequality and interpreting it
quantum mechanically, what has been done here is to refute
the claim that time is reversible in showing that the entropy
gain is T-asymmetric for a molecule – or any other particle
or structure in its Universe – from their initial appearance in
a thermal field to their final destiny. This paper makes only
one prediction: travel to the past is impossible either quan-
tum mechanically or electromagnetically, not because it is as
highly improbable as it is found to be, but because it would
cause entropy changes to decrease contrary to the SLT. The
GTR has played no role in this finding∗.

The asymmetry in entropy invalidates several falsifiable
predictions of the SMC attributable to its disregard for the
SLT – including, the cosmic facts that magnetic monopoles
do not exist, that antimatter is scarce to none, that hypotheti-
cal axions explain the strong CP paradox without necessarily
accounting for dark matter, and that dark energy is the basis
for the accelerated expansion of the known Universe.

In the practice of reductionism, macroscopic physics su-
pervenes upon the microscopic, the SLT being the most con-
spicuous exception to that superfluous tenet. The superseden-
ce of classical thermodynamics over quantum mechanics and
electrodynamics across spatio-temporal scales ranging from
an individual quantized system to its known Universe has
been shown herein. Additionally, in showing that reversible
(irreversibility) processes are affiliated with the particle ∇φ =

0 (wave ∇φ > 0) behavior of matter, attention has been drawn
to a heretofore overlooked connection between the different
roles of classical thermodynamics and time-invariant quan-
tum mechanics and electrodynamics in respect to arrow-of-
time asymmetry and wave-particle duality.
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∗Solutions to the GTR field equations exist that purport to provide for
time travel via closed time-like curves [496, et passim]. These speculative
universes accommodate an Orwellian endless present where history pauses,
just as in the case of reversible processes where ∆S (t) = 0 and distinguishing
later from earlier (and vice versa) events does not matter. With irreversible
processes, however, ∆S (t) > 0 and discerning current from past events counts
as it does in the known Universe in harmony with the SLT; attempting to
know past from present events implies that ∆S (t) < 0 whereby evolution
reverses, a physical impossibility that historians and allied scholars adroitly
avoid.
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426. P. Fileviez Pérez, C. Murgui, and A. D. Plascencia. Baryogenesis via
leptogenesis: Spontaneous B and L violation. Phys. Rev. D, 2021,
v. 104, 055007.

427. A. D. Sakharov. Violation of CP Invariance, C Asymmetry, and Baryon
Asymmetry of the Universe. Sov. Phys. JETPL, 1967, v. 5, 24–27.

428. A. D. Sakharov. Cosmological models of the Universe with reversal of
time’s arrow. Sov. Phys. JETP, 1980, v. 52, 349–351.

429. J. L. Bernal, G. Sato-Polito, and M. Kamionkowski. Cosmic Optical
Background Excess, Dark Matter, and Line-Intensity Mapping. Phys.
Rev. Lett., 2022, v. 129, 231301.

430. P. Sikivie. Dark Matter Axions. Int. J. Mod. Phys. A, 2010, v. 25,
554–563.

431. D. J. E. Marsh. Axion cosmology. Phys. Reports, 2016, v. 643, 1–79.

432. R. D. Peccei and H. R. Quinn. CP Conservation in the Presence of
Pseudoparticles. Phys. Rev. Lett., 1977, v. 38, 1440–1443.

433. R. D. Peccei and H. R. Quinn. Constraints imposed by CP conservation
in the presence of pseudoparticles. Phys. Rev. D, 1977, v. 16, 1791–
1797.

434. C. Abel et al. Measurement of the Permanent Electric Dipole Moment
of the Neutron. Phys. Rev. Lett., 2020, v. 124, 081803.

150 Gerald F. Thomas. The Arrow of Time and Its Irreversibility



Issue 2 (December) PROGRESS IN PHYSICS Volume 19 (2023)

435. F. Wilczek. Problem of strong P and T invariance in the presence of
instantons. Phys. Rev. Lett., 1978, v. 40, 279–282.

436. J. Preskill, M. B. Wise, and F. Wilczek. Cosmology of the Invisible
Axion. Phys. Lett. B, 1983, v. 120, 127–132.

437. P. Sikivie and Q. Yang. Bose-Einstein Condensation of Dark Matter
Axions. Phys. Rev. Lett., 2009, v. 103, 111301.

438. V. Anastassopoulos et al. [The CAST Collaboration]. New CAST limit
on the axion-photon interaction. Nat. Phys., 2017, v. 13, 584–590.

439. T. Braine et al. [The ADMX Collaboration]). Extended Search for the
Invisible Axion with the Axion Dark Matter Experiment. Phys. Rev. A,
2020, v. 124, 101303.

440. F. Chadha-Day, J. Ellis, and D. J. E. Marsh. Axion dark matter: What
is it and why now? Science, 2022, v. 8, 3618.

441. Y. K. Semertzidis and S. Youn. Axion dark matter: How to see it? Sci.
Adv., 2022, v. 8, 9928.

442. F. Wilczek. Two Applications of Axion Electrodynamics. Phys. Rev.
Lett., 1987, v. 58, 1799–1802.

443. A. Amruth, T. Broadhurst, J. Lim, et al. Einstein rings modulated by
wavelike dark matter from anomalies in gravitationally lensed images.
Nat. Astron., 2023.

444. A. Einstein. Lens-Like Action of a Star by the Deviation of Light in
the Gravitational Field. Science, 1936, v. 84, 506–507.

445. J. J. Hudson, D. M. Kara, I. J. Smallman et al. Improved measurement
of the shape of the electron. Nature, 2011, v. 473, 493–497.

446. J. Baron et al. [The ACME Collaboration]. Order of Magnitude
Smaller Limit on the Electric Dipole Moment of the Electron. Science,
2014, v. 343, 269–272.

447. V. Andreev et al. [The ACME Collaboration]. Improved limit on the
electric dipole moment of the electron. Nature, 2018, v. 562, 355–360.

448. D. J. Fixsen. The Temperature of the Cosmic Microwave Background.
Astrophys. J., 2009, v. 707, 916–920.

449. O. Heaviside. A Gravitational and Electromagnetic Analogy. The Elec-
trician, 1893, v. 31, 281–282.

450. O. Heaviside. A Gravitational and Electromagnetic Analogy. The Elec-
trician, 1893, v. 31, 359.

451. R. M. Wald. General Relativity. The University of Chicago Press,
Chicago, IL, 1984.

452. M. Maggiore. Gravitational Waves, Volume 1: Theory and Experi-
ment. Oxford University Press, New York, 2008.

453. B. P. Abbott et al. [The LIGO Scientific Collaboration and Virgo Col-
laboration]. Observation of Gravitational Waves from a Binary Black
Hole Merger. Phys. Rev. Lett., 2016, v. 116, 061102.

454. L. Boyle, K. Finn, and N. Turok. CPT-Symmetric Universe. Phys.
Rev. Lett., 2018, v. 121, 251301.

455. L. Boyle, K. Finn, and N. Turok. The Big Bang, CPT, and Neutrino
Dark Matter. Ann. Phys., 2020, v. 438, 168767.

456. M. T. Tyree and M. H. Zimmermann. Xylem Structure and the Ascent
of Sap. Springer-Verlag, Berlin, Heidelberg, and New York, 2 edition,
2002.

457. P. J. E. Peebles and B. Ratra. The cosmological constant and dark en-
ergy. Rev. Mod. Phys., 2003, v. 75, 559–606.

458. T. Rothman and S. Boughn. Can Gravitons be Detected? Found. Phys.,
2006, v. 36, 1801–1825.

459. F. Dyson. Is a Graviton Detectable? Int. J. Mod. Phys. A, 2013, v. 28,
1330041.

460. M. Kunz. The phenomenological approach to modeling the dark en-
ergy. C. R. Phys., 2012, v. 13, 539–565.

461. F. Niedermann and M. S. Sloth. Resolving the Hubble tension with
new early dark energy. Phys. Rev. D, 2020, v. 102, 063527.

462. K. Loeve, K. S. Nielsen, and S. H. Hansen. Consistency Analysis of a
Dark Matter Velocity-dependent Force as an Alternative to the Cosmo-
logical Constant. Astrophys. J., 2021, v. 910, 98–101.

463. C. Andrei, A. Ijjas, and P. J. Steinhardt. Rapidly descending dark en-
ergy and the end of cosmic expansion. Proc. Natl. Acad. Sci. USA,
2022, v. 119, e2200539119.

464. S. Weinberg. The cosmological constant. Rev. Mod. Phys., 1989, v. 61,
1–23.

465. J. Martin. Everything you always wanted to know about the cosmolog-
ical constant problem (but were afraid to ask). C. R. Phys., 2012, v. 13,
566–665.

466. P. Astier and R. Pain. Observational evidence of the accelerated expan-
sion of the universe. C. R. Phys., 2012, v. 13, 521–538.

467. R. Durrer. What do we really know about dark energy? Phil. Trans. R.
Soc. A, 2011, v. 369, 5102–5114.
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496. P. Marquet. The Exact Gödel Metric. Prog. Phys., 2021, v. 17, 133–
138.

152 Gerald F. Thomas. The Arrow of Time and Its Irreversibility



Issue 2 (December) PROGRESS IN PHYSICS Volume 19 (2023)

Fractal Quantization of Speed in Physics of Numerical Relations

Hartmut Müller

Rome, Italy
E-mail: hm@interscalar.com

The paper proposes a numeric-relational approach to the stability of real systems of
coupled periodical processes and shows that it leads to fractal quantization of frequen-
cies, wavelengths, and speeds caused by fractal scalar fields of transcendental numerical
attractors. Applied to the stability of planetary systems, the approach predicts fractal
quantization of orbits, orbital and rotational periods, and orbital speeds. On examples,
the paper shows that the mean orbital speeds of planets, planetoids and large moons of
the solar system are consistent with the prediction.

Introduction

Towards the end of the 19th century, many physicists were
convinced that the theoretical basics were complete and that
there was nothing fundamentally new to discover. History
proved them wrong. They didn’t yet know quantum physics.

First it was the periodicity of the chemical properties of
the elements, then there were regularities in the atomic spec-
tra that pointed to a new physics.

Today, many physicists are convinced that the only thing
that matters is to unite quantum theory with general relativ-
ity. But again, unexpected regularities appear on the empir-
ical horizon, which are still dismissed as coincidences. This
time we are dealing with regularities in the dynamics of plan-
etary systems that cannot be derived from Kepler’s laws or
Einstein’s theory of gravity. These are regularities in the dis-
tribution of orbital and rotational periods as well as gravita-
tional parameters. Some of these regularities are highlighted
in my papers [1, 2].

In the present article, we deal with regularities in the dis-
tribution of orbital speeds. For example, why is Jupiter’s or-
bital speed identical to that of its moon Europa? Why is Sat-
urn’s orbital speed identical to that of its moon Dione? By the
way, both moons are the fourth largest in their systems. Why
is the orbital speed of Uranus identical to that of its moon Mi-
randa? Why is the orbital speed of Jupiter’s moon Io identical
to that of the planetoid Ceres?

From the perspective of celestial mechanics, these regu-
larities are not more than coincidences. From the perspective
of our numeric-relational approach, these regularities are ex-
pected effects of a new relational physics.

Theoretical Approach

In a series of papers [1–6] and a book [7] I have introduced
a numeric-relational approach to physics and demonstrated
its application in particle physics, astrophysics, geophysics,
engineering, and biophysics.

In particular, this approach leads to the conclusion that
coupled periodical processes can avoid destabilizing mutual
parametric resonance, if their frequency ratios approximate

transcendental numbers. Among all transcendental numbers,
Euler’s number e = 2.71828 . . . and Archimedes’ number
π = 3.14159 . . . are unique. Indeed, the real power func-
tion of Euler’s number is the only one that coincides with its
own derivatives. In the consequence, Euler’s number allows
avoiding mutual parametric resonance between any coupled
periodic processes including their derivatives [8]. In this way,
Euler’s number acts as primeval source of stability in systems
of coupled periodic processes.

Archimedes’ number determines the length of the circum-
ference. The transcendence of the circumference avoids inter-
ruptions and makes impossible to define the start or endpoint
of circular or elliptical motion. Hence, Archimedes’ number
makes possible eternal orbital motion, rotation, and oscilla-
tion. Perhaps that is why it is impossible to completely stop
oscillations, for example, the thermal oscillations of atoms.
In this way, Archimedes’ number acts as primeval source of
motion and kinetic energy.

Integer and rational powers of e = 2.71828 . . . and π =
3.14159 . . . form two complementary fractal scalar fields of
transcendental attractors – the Euler field and the Archimedes
field, as I have shown in [6]:

E = eF A = πF

Both fields are k-dimentional projections of the fundamental
fractal F that is given by finite canonical continued fractions
of integer attractors n0, n1, n2, . . . , nk:

F = ⟨n0; n1, n2, . . . , nk⟩ = n0 +
1

n1 +
1

n2 + · · · +
1
nk

In astronomical scales, the orbital periods and distances of the
planets, planetoids and large moons in the solar system obey
both the Euler field and the Archimedes field. Also their ro-
tational periods obey the Euler field, as shown in [9]. In sub-
atomic scales, the mass-ratios of elementary particles obey
the Euler field [10].
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Compared to the majority of known particles, electron
and proton are exceptionally stable. Their life-spans top ev-
erything that is measurable, exceeding 1029 years [11]. This is
why normal matter is formed by nucleons and electrons. Ac-
cording to our numeric-relational approach, electron and pro-
ton are stable, because the ratio of their eigenfrequencies ap-
proximates an integer power of Euler’s number and its square
root, which makes impossible proton-electron parametric res-
onance in their ground states.

The eigenfrequencies and harmonics of the proton and the
electron are natural frequencies of any type of matter, also of
the accreted matter of a planet. Given the enormous number
of protons and electrons that form a planet, eigenresonance
must be avoided in the long term. This affects any periodical
process including orbital and rotational motion. This is why
the planets in the solar system and in hundreds of exoplan-
etary systems have orbital periods that approximate integer
and rational powers of Euler’s number relative to the natural
oscillation periods of the proton and the electron, as shown
in my paper [1]. The perihelion and aphelion of a planetary
orbit, if expressed in units of the Compton wavelength of the
electron, give the lower and upper approximations of integer
powers of Euler’s number, as I have shown in [2]. As a conse-
quence, the gravitational parameters of the Sun and its plan-
ets, if expressed in electron units, approximate integer powers
of Euler’s number. These findings allow us to interpret the
approximation of integer powers of Euler’s number and its
roots as a general evolutional trend of numerical relations in
real systems of many coupled periodical processes. This evo-
lutionary trend drastically reduces the diversity of preferred
orbital periods, distances, and speeds, increasing the likeli-
hood of matches in different planetary or lunar systems.

Exemplary Applications

Since the orbital period of a planet approximates an integer
power of Euler’s number multiplied by the oscillation period
of the electron, and its perihelion and aphelion approximate
an integer power of Euler’s number multiplied by the Comp-
ton wavelength of the electron, the orbital speed of the planet
approximates the speed of light, divided by an integer power
of Euler’s number. For instance, Jupiter’s distance from Sun
approximates the 56th power of Euler’s number multiplied
by the Compton wavelength of the electron λe = 3.86159 ·
10−13 m. The aphelion 5.45492 AU = 8.160444 · 1011 m de-
livers the upper approximation:

ln
(

A(Jupiter)
λe

)
= ln

(
8.160444 · 1011 m
3.86159 · 10−13 m

)
= 56.01

The perihelion 4.95029 AU = 7.405528 · 1011 m delivers the
lower approximation:

ln
(

P(Jupiter)
λe

)
= ln

(
7.405528 · 1011 m
3.86159 · 10−13 m

)
= 55.91

Jupiter’s orbital period 4332.59 days equals the 66th power
of Euler’s number multiplied by the oscillation period of the
electron (τe = λe/c = 1.28809 · 10−21 s is the angular oscilla-
tion period of the electron):

ln
(

T (Jupiter)
2π · τe

)
= ln

(
4332.59 · 86400 s

2π · 1.28809 · 10−21 s

)
= 66.00

Consequently, Jupiter’s orbital speed approximates the speed
of light, divided by the 10th power of Euler’s number, because
66 – 56 = 10. Indeed, Jupiter’s average orbital speed equals
13.07 km/s:

ln
(

V(Jupiter)
c

)
= ln

(
13.07 km/s

c

)
= −10.04

The orbital speed of Jupiter’s fourth largest moon Europa ap-
proximates the same attractor E⟨−10⟩ of the Euler field. The
average orbital speed of Europa equals 13.74 km/s:

ln
(

V(Europa)
c

)
= ln

(
13.74 km/s

c

)
= −9.99

The orbital speeds of the other 3 Galilean moons of Jupiter
approximate subattractors of the Euler field that correspond
to reciprocal integer powers of Euler’s number: The orbital
speed of the moon Io approximates E⟨−10;+4⟩, the orbital
speed of Ganimede approximates E⟨−10;−4⟩, and the orbital
speed of Callisto approximates E⟨−10;−2⟩.

Venus’ distance from Sun approximates the 54th power of
Euler’s number multiplied by the Compton wavelength of the
electron λe. The aphelion 0.728213 AU = 1.08939 · 1011 m
delivers the upper approximation:

ln
(

A(Venus)
λe

)
= ln

(
1.08939 · 1011 m
3.86159 · 10−13 m

)
= 54.00

The perihelion 0.718440 AU = 1.07477 · 1011 m delivers the
lower approximation:

ln
(

P(Venus)
λe

)
= ln

(
1.07477 · 1011 m
3.86159 · 10−13 m

)
= 53.98

The orbital period 224.701 days of Venus approximates the
63th power of Euler’s number multiplied by the oscillation
period of the electron:

ln
(

T (Venus)
2π · τe

)
= ln

(
224.701 · 86400 s

2π · 1.28809 · 10−21 s

)
= 63.04

Consequently, the orbital speed of Venus approximates the
speed of light, divided by the 9th power of Euler’s number,
because 63 – 54 = 9. In fact, the average orbital speed of
Venus equals 35.02 km/s:

ln
(

V(Venus)
c

)
= ln

(
35.02 km/s

c

)
= −9.05
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Since e and π are transcendental, there are no rational powers
of these numbers that can produce identical results. There-
fore, attractors of the Archimedes field are different from at-
tractors of the Euler field. For instance, the mean orbital
speed 9.68 km/s of Saturn does not approximate a main at-
tractor of the Euler field, but approximates the main attractor
A⟨−9⟩ of the Archimedes field:

lp
(

V(S aturn)
c

)
= lp

(
9.68 km/s

c

)
= −9.03

We use the symbol “lp” for the logarithm to the base π:

lp(x) =
ln(x)
ln(π)

This circumstance suggests that transcendental relations not
only stabilize orbits preventing them from mutual paramet-
ric resonance, but also assign orbits to the numerical field to
which they belong.

For instance, the mean orbital speed 4.743 km/s of Pluto
approximates the main attractor E⟨−11⟩ of the Euler field:

ln
(

V(Pluto)
c

)
= ln

(
4.743 km/s

c

)
= −11.05

while the mean orbital speed 3.434 km/s of Eris approximates
the main attractorA⟨−10⟩ of the Archimedes field:

lp
(

V(Eris)
c

)
= lp

(
3.434 km/s

c

)
= −9.94

Also the mean orbital speed 29.7827 km/s of the Earth does
not approximate a main attractor of the Euler field, but ap-
proximates the main attractorA⟨−8⟩ of the Archimedes field:

lp
(

V(Earth)
c

)
= lp

(
29.7827 km/s

c

)
= −8.05

Possibly this indicates a transcendental duality of Euler- and
Archimedes-orbits in the solar system. The orbital speeds
VE(F ) belong to the Euler field while the VA(F ) belong to
the Archimedes field:

VE(F ) =
c

eF
VA(F ) =

c
πF

Orbital speeds that correspond to the base layer of the fun-
damental fractal F approximate the speed of light divided by
integer powers of e and π.

Conclusion

In [6] I have shown that the proposed here numeric-relational
approach to the stability of real systems of coupled periodical
processes predicts a fractal quantization of frequencies and
wavelengths caused by fractal scalar fields of transcenden-
tal numerical attractors – the Euler field and the Archimedes

field. In the case of planetary systems, for example the so-
lar system, the Euler field and the Archimedes field cause a
fractal quantization of orbits and orbital periods.

The current article shows that stable orbital speeds derive
from the speed of light divided by integer and reciprocal in-
teger powers of e or π. This circumstance drastically reduces
the diversity of preferred orbits, orbital periods, and speeds,
increasing the likelihood of matches in different planetary or
lunar systems. This is why in the solar system, the orbital
speeds of some moons coincide with the orbital speeds of
some planets and planetoids. Considering the described here
fractal quantization of orbits as general evolutional trend, or-
bital speeds corresponding to integer powers of e or π should
be widespread in the galaxy.

The duality of Euler- and Archimedes-orbits in the solar
system suggests that the orbits differ in their function. Based
on my previous research [6], I hypothesize that Euler-orbits
act as stabilizers of the system, while Archimedes-orbits act
as energizers.
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We show, through resonance formulas, that the free parameters of the standard models
of particle physics and cosmology fit a single resonant system – from the mass of el-
ementary particles to gravitation and cosmology, and couplings mirroring resonances;
and finally that all is encoded in the Planck mass resonance. Instead of extending the
theory or its degrees of freedom to obtain predictions, we consider the reverse problem;
paying interest to the free parameters structure we find formulas which consistency im-
plies physical constraints hitherto unknown.

1 Introduction

Here we take a hypothesis that extends and generalizes Louis
de Broglie’s original idea of a wave and its resonance:

A single resonant phenomenon defines the physical world in
its entirety where pulsations, wave numbers, and rotations
refer to the same quantum and compare as lengths.

It leads to the direct calculation of the Sommerfeld constant
with all the precision available [5]. This calculation implies a
composite wave, so that the electron has a wave substructure,
governed by mechanisms, of which electrodynamics is one
effect – and then the same must be said of all particles. It is
an intermediate result of a wider exploration published in part
[5,6,8] which initially ranges from the mass of the electron to
that of the Planck particle, via the associated couplings. This
text presents more advanced results through a sequence of
formulas consistent with each other and available data, with
minimal concepts, and now extends to cosmology (following
[7] in particular).

From the beginning of physics, the first aim is not to build
a theory, but to explore virgin territory, analyze data and dis-
cover its internal logic and structure; mathematical theories
always come after. Hence we present the results of an explo-
ration of free parameters; first those obtained at the level of
masses, second the associated couplings, third an approach to
the origin, fourth the resulting natural cosmology, and last a
few logical extensions. The method is straightforward: Find a
general structure to a data set, insist on precision, understand
the minimum and move on to the next set based on what is
understood. Most importantly, precision will allow under-
standing some unexpected links between different data sets.
Again, the aim is not to build a theory, but to poke holes in a
supposed invisible wall of ignorance, a few bricks of which
can be seen in the above-mentioned calculation.

This exploration is easily justified by the fact that theo-
ries beyond the Standard Model (SM) have nothing new to
model and are therefore motivated by some kind of faith that
something is missing. The various interpretations of quantum

mechanics strongly suggest that something is missing at the
bottom, and there is definitely a problem with our understand-
ing of the nature of reality, a psycho-philosophical issue; so
we shall discuss some formulas about its structure.

2 The mass spectrum

The Standard Model divides massive particles into four dis-
tinct groups of interaction symmetries. These symmetries
necessarily reflect the internal mechanisms we assume. We
must therefore rely on these groups to analyze masses and
extract invariant quantities and universal mechanisms. The
exception is the three massive bosons whose masses come
from the same potential. The analysis is therefore reduced to
three groups, with the three bosons forming one.

Particles are studied as resonances, which can be modeled
as a cyclic phenomena. Suppose that the electron matter wave
is made up of two waves crossing each other in a resonator
of unit size. In one dimension, the harmonic N in a length 1
gives a frequency N2 at which the anti-nodes of the two waves
cross; N2 is a wave number and 1/N2 a length. Then we add
a coupling also modeled as a length, we get K D, with D the
coupling-length and K an integer used to quantize. Now in
one dimension we have a mass formula

m =
1(

1
N2 + K D

) , (1)

which is roughly equivalent to the inverse relation between
a mass and its Compton wavelength, and can be extended
to more components; we may have composite resonances or
couplings. In essence it addresses a harmonic system de-
formed by quantized couplings where mass is a harmonic
mean – but this is only the 1-dimension case. In three di-
mensions, the resonance can be radial like in (1), circular or
mixed, and are identified with three groups of particles. The
radial case will correspond to the three electrons, bosons to
the circular case, and the mixed case to quarks.
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2.1 Electrons

The first mass formula applies to electrons and quarks:

m =
X(

1
N P
+ K D

)3 + µ , (2)

where

• X is a mass constant, the choice of a unit.

• (1) is raised to the cube since the wave occupies a three-
dimensional volume. This formula is now thermody-
namics’ P V = KB T , with a constant volume V where
the oscillator defines P ≡ T .

• N P are two integers for two waves components; either
face to face (so N = P), or mixed with P radial and N
circular (so N , P and 2 N P π ≈ integer).

• And µ in units of mass represents a bridge between
two complementary cuts of the resonance responding
to each other, which is necessary to fit the electron
masses, and justified by U(1)Y × S U(2)L → U(1)EM .

So this formula must admit two solutions for each of the three
electrons, with two sets of constants and resonances. The
first one corresponds to a radial resonance and therefore N =
P, which we call the primary field since the same constants
will be used for all other particles. But the magnetic moment
suggests a rotation, and in 3 dimensions a rotation implies an
axis and one set of parallel planes is conserved; then P = K
imposes two synchronous axis combining the resonance and
the effect of the rotation in the product N P, rotation to which
N is orthogonal. We call this cut the secondary field.

An adjustment of the parameters to find the known masses
with N = P and a choice of minimal harmonics N, P, K lead
to the primary field constants below (index e) and the har-
monics and masses calculated in Table 1.

Xe = 8.14512139242128 KeV/c2 . (3)

µe = 0.24167661872330 KeV/c2 . (4)

De = 8.53221893719202 × 10−4 . (5)

Table 1: Primary resonances; electron, muon, tau (KeV/c2).

- P=N K Calculated Reference

e 2 2 510.99895000 510.99895000 (15)
µ 7 − 2 3 105,658.3760 105,658.3755 (23)
τ 7 + 2 5 1 776,840 1 776,861 (118)

For the secondary field we start with N = P = K = 2 for
the electron as the three phases are synchronous in Table 1;
imposing P = K for the other two particles gives the constants

below (index α) and Table 2, where the calculated masses are
identical to those in Table 1 only for the decimals shown,

Xα = 8.021608017449 KeV/c2 , (6)

Dα = 2.255984540570 × 10−4 , (7)

and µα in (8) linked to µe (4) by an empirical relation of ob-
vious interest as we find three length ratios between rotations
(giving π in the numerators) and twice the main term of the
Sommerfeld constant calculation (137 in the denominators):

µα
µe
=
π

2
+

π

137
+

(
2 π
137

)2

(8)

→ µα = 0.3856750508181 KeV/c2 . (9)

Table 2: Secondary resonances; electrons, muon, tau (KeV/c2).

- P=K N Calculated Reference

e 2 21 510.99895000 510.99895000 (15)
µ 3 23 105,658.3760 105,658.3755 (23)
τ 4 24 1 776,840 1 776,861 (118)

Note 1) that the harmonics P = K are minimal, and the
powers of 2 for N; 2) that K D > 0 in Tables 1 and 2 is rem-
iniscent of the Poincaré stress; and 3) that in the reduction
N = P = 7 ± 2 Table 1, which can be seen artificial in this
table, 7 will be recurring for the other particles.

2.2 Quarks

For quarks, the formula (2) is used with N , P for a mixed
resonance where P is radial and N circular, and µ = 0. The
parameter Xe is that of the primary field (3), the coupling is
composite, and combines De and Sommerfeld’s constant α:

Dq = De (1 + α) . (10)

Table 3 shows the harmonics and calculated masses where
the reference masses are in the natural scheme taken from
Wikipedia (not found elsewhere in this scheme), and for the
top quark a direct measurement average (PDG 2023).

Table 3: Quark resonances (MeV/c2).

- P N K Calculated Reference

u 3 14/7 −8 2.00 2.01 ± 0.14
d 3 19/7 −4 4.79 4.79 ± 0.16
s 3 7 −6 106 105 ± 25
c 3 14 −6 1,255 1250 ± 100
b 3 19 −6 4,286 4350 ± 150
t 3 38 −6 172,380 172, 690 ± 300
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Several points in this table are remarkable:
• P = 3 is constant and appears consistent with fractional

charges since N = P = 2 for the electron, and 2 ± 7 for
the muon and tauon; meaning that 2 comes from the
electric charge and 7 from something else.
• K = −6 for the four heavy quarks, the sum of the Ks is
−12 for any generation.
• All N depend on 2, 7, and 19.
• In all three generations, there is a factor 2 in one res-

onance (N, or K), fitting the ratio of electric charge;
consistent with α part of the coupling.
• The resonances of the u and d can actually be seen as a

double mixture of the four others since 14/7 = 38/19
and 19/7 = 38/14.
• A mixed resonance imposes 2πN P ≈ integer, which is

well verified for all.
The coupling is composite and the parameter K is negative,
indicating a second attractive force reminiscent of the strong
force, and the new coupling term ∼ αDe tells us that it is
about 137 times stronger than the coupling De of the electron
masses. The reference allows a value in a range De/(137±10),
so αDe is tentative.

2.3 Massive bosons

A double circular resonance gives N = P, and since the Higgs
potential is unique, N P is independent of the particle. This
circular resonance creates a radial wave, so the mass must
be reduced by a factor π to extract the radial equivalent (just
as with 2πN P ≈ integer for the mixed resonance we have
N P in the mass formula); a mixed resonance imposes a phase
constraint between its two components; so we need a correc-
tion to ensure the internal coherence of the phases of these
particles. At a single potential, they cannot admit a mass µ,
which must therefore be integrated into the formula to reason
at constant Xe, which gives

m =
me

me − µe
×

Xe

k π
(

1
N2 + K Db

)3 , (11)

where me is the electron mass and Db a boson-dependent cou-
pling; and where the small k in the denominator represents
the correction quoted above. After a first estimate of the cou-
plings, and assuming charge transport, by the simple but rela-
tively long reasoning detailed in [8] we deduce two couplings
composites of α and De, identical for Z0 and W±

DWZ =
α2

1 + α2 +
αDe

2 (1 + α2)
−

D2
e

6 (1 − α2)
, (12)

and very close but different for the H0

DH =
α2

1 + α2 +
αDe

2 (1 + α2)
−

D2
e

1 − α2 , (13)

where α2 represents a free field and the denominators are
given by infinite interaction loops. We also showed (see also
section 8.1) that the small k of (11) must be computed from

k3 π

144
= 266 Db

(
π

k

)1/3
, (14)

where Db is the related boson coupling and the resonances
(144 and 266). On this basis, Table 4 shows the harmonics
and calculated masses (reference PDG 2023*).

Table 4: Massive bosons resonances (MeV/c2).

- P=N K Calculated Reference

W± 12 −2 80, 384.9 80, 385 (15)
Z0 12 −7 91, 187.3 91, 187.6 (2.1)
H0 12 −19 125, 206 125, 250 (170)

We also checked in [8] the phase loop between the circu-
lar path, N2 = 122, and the radial path in 266 with the three
values of K ∈ {−2,−7,−19}. Phase coherence with −7 and
−19 is trivial since 12 = 19 − 7. The W± loop is also syn-
chronous with K = −2, since 266 − 2 is a multiple of 12,
of which 2 is a sub-multiple. Internal phase coherence there-
fore allows all three resonances to exist. On the other hand,
reasoning in the same way and on the same model, the other
divisors of 266, K ∈ {−133, −38, −14} do not check.

It is important to see that it is “really” the fine-structure
constant in the expressions of DWZ and DH , and not a close
value; because if we replace this value by 1/137, the mass of
the Z0 becomes 91.2097 GeV/c2, a factor of 10 outside the
experimental uncertainty. Similarly, the specificity of DH is
necessary; without it we would get MH = 126.5 GeV/c2.

2.4 Boson widths

With (11), a resonance formula we calculate pole masses; we
should therefore be able to calculate their total widths from
the resonance geometry. There is no way of varying N, P,
which are integers, nor D, which depends on charges; widths
should therefore be given by a displacement of charges giving
K → K + ∆K → ∆m needed for the resonance to blow.

These three particles carry multiple charges organized in
a minimal way; at the ends of a simple line for the W± and
Z0, and at the vertices of a tetrahedron for the H0 (giving the
difference between DWZ and DH). Then for the first two, ±1/2
on the radial axis and half of 1/12 from the circular path gives

W± → ∆K =
(
1 +

1
24

)
→ ΓW = 2.0857 GeV/c2 , (15)

in great agreement with the reference 2.085 ± 0.042 GeV/c2.

Z0 → ∆K =
(
1 +

1
24

)
→ ΓZ = 2.4684 GeV/c2 , (16)

*Particle Data Group
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1% less than the reference (2.4952 ± 0.0023 GeV). And for
the H0, the tetrahedron is stable in K but the six line of forces
can stand a displacement of ±1/144/2, so

H0 → ∆K =
1

144 × 6
→ ΓH = 4.11 MeV/c2 , (17)

also to 1% of the theoretical reference. So at first order, the
widths are in good agreement with experiment and theory. A
small difference remains for the Z0, which calls for a com-
plement that can only depend on the charges it transports, as-
suming 2 × ±e/3 and/or 2 × ±2e/3, gives the fit:

∆K =
(
1 +

1
24
+

1.5
137

)
→ ΓZ = 2.4946 GeV/c2 . (18)

The H0 width will be re-discussed in section 5.6.

2.5 Neutrinos

The masses of neutrinos are much lesser than the constants Xe

and Xα, so we cannot fit the formula parameters in the same
way as for other particles. We suppose an inversion and fit
the mass formula parameters from constraints that then seem
logical:

• There is a progression of α and De powers in the cou-
plings, up to D2

e and α2 for the bosons. So no new
coupling (use De and/or α), and we are looking for a
negative power of α or De.

• Similarly there is a progression of resonances N, P; a
unitary resonance is all that is left, we impose N P = 1
and only K varies.

• Use the lepton mass equation (3) with µ = 0 and the
primary field constant Xe (7).

• Assume a resonance conservation law (in-line with sec-
tion 8.3), and use resonances inherited from the corre-
sponding electron; thus an echo of the related electron
N and K constitutes a neutrino K.

The coupling is

Dν =
2
α
≈ 274 , (19)

and corresponds to the inverse of the Dirac monopole, and
the constraints above lead to Table 5 where the echo of the

Table 5: Neutrinos resonances (eV/c2).

- P = N K Calculated mass

νe 1 1/2 0.00310
νµ 1 1/(3 − 1/9) 0.00924
ντ 1 1/(5 + 1/9) 0.04998

related electron resonances is obvious:

• K → 1/K, and

• N = P = 7 ± 2→ 1/(K ± 1/9), with the sign of ±2.

Table 6 compares the results with the corresponding limits
(reference ∆m2

i j 1σ NO, NuFIT 5.2-2022 – where ∆m2
31 =

∆m2
32).

Table 6: Comparison to reference data.

Quantity Calculated Reference Unit

∆m2
21 0.0000759 0.0000741 (+21

−20) (eV/c2)2

∆m2
31 0.002488 0.002511 (+28

−27) (eV/c2)2

∆m2
32 0.002412 0.002511 (+28

−27) (eV/c2)2

max{mi} 0.0500 ≥ 0.0501 (+28
−27) eV/c2

mtot 0.062 0.06 < mtot < 0.12 eV/c2

2.6 The µe mass

The µe mass can be seen as an artifice since it is needed only
for electrons and all particles are supposedly elementary, but
its existence is now easy to justify.

Firstly, the calculation of the Sommerfeld constant in [5]
requires four dimensions and two rotations. A rotation in four
dimensions implies two planes conserved. A cut of a four-
dimensional resonance to the three space dimensions (x, y, z)
will give a rotation axis, i.e. the magnetic moment axis, say
z, then in Table 1 N = P for x and y. But we can make
a second cut on (x, z, t) and impose P = K on z, t; if the
two rotations are synchronous we get Table 2 (or P = n K or
P = K/n with n integer which would only affect Dα – but is
eventually not needed). From this we need a couple of masses
µe and µα linked by a constant factor because in this process
we eliminate one of the two rotations in Table 1, and take
the ratio of both in Table 2. It is still possible to make any
other cut that will mix space and time differently, but hard
to believe that the mass µ can be set to zero or close enough
without using large integers for the resonances.

Secondly, we can see it in all non unitary resonances, but
in three different ways:

• Like a simple addition for electrons (Table 1).

• With the coupling Dq of quarks (Table 3).

• And integrated into the resonance mass coefficient (11)
in the case of bosons (Table 4).

The second form is indirect because here it appears from the
ratio µα/µe when we look at (8) and (10) Dq = De(1 + α)
means that a scaling in α or 2α is omnipresent; but when we
discuss resonance length ratios it becomes 137 or 68.5.

Now the µe mass is part of the primary field and we need
to find its resonance. It is understood as one side of the in-
variant bridge to the secondary field; hence its resonances in
the two fields should be synchronous with those of the three
electrons. So in order to estimate it we impose:
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• A composite resonance compatible with those of all
three electrons in both fields, Tables 1 and 2 simulta-
neously.
• Use of the primary field constant Xe (3).
• No new coupling (De and/or α).

As a result, the coupling (best fit) is composite and uses Som-
merfeld’s constant

Dµe =
(
exp (1) + 1

)
α − ln (1 + α) . (20)

The logarithm and its base in this expression are typical signa-
tures of cumulative phenomena. The expression below gives
the mass in (4), and includes two resonance

µe = Xe

(
7
2
−

1
4
− Dµ

)−3

. (21)

The fractions are equivalent to two resonances – N P = 2/7
and N P = 4 – and take the numbers of the primary reso-
nances of the three electrons (N = P ∈ {2, 7 − 2, 7 + 2}), and
4 is also the electron resonance of Table 2, compatible with
the others as it is a submultiple of the three products N P of
this Table.

Finally the coupling of the µe mass depends solely on α
and mathematically natural constants or functions, meaning
that the couple it forms with µα “is” an electric charge on one
side and looks like a magnetic current on the other.

2.7 Comments

Tables 1 and 2 use four degrees of freedom each, for two mass
ratios, hence of no value if considered alone. Tables 3 and 4,
on the other hand, use only one variable integer (or two for
the u and d), and combine known couplings (α, De). With
variations using only 2, 7 and 19 in these two tables for 9
particles, we must suppose that there is no freedom here; and
neutrinos and electron resonances also fit the same numbers.
Last, the µe resonance is synchronous of all electrons. Hence
a global scheme is present.

Note that for the calculated masses, excluding neutrinos
and µe, we have

|N P K D| < 1 , (22)

which, since we start with a unit-size resonator, should ex-
press a geometric constraint limiting the particle spectrum. If
we imagine a fourth generation of electrons as a continuation
of Tables 1 the next resonance is N = P = 19 − 2 (start-
ing from {2, 7, 19}), and K = 7 at the very least (following
the progression of Table 1), and this inequality is not veri-
fied. The same result applies to quarks since the next product
of two numbers from the same set is N = 7 × 19 = 133,
and P and K are constant Table 3 for the heavy quarks. The
impossibility of bosons with masses other than those in Ta-
ble 4, and using the same resonance model, is verified with
the resonance paths coherence in N = P and K (essentially
N = P = 12 = 19 − 7 and 266 − 2 is multiple of 12).

3 Couplings

3.1 Analysis

Table 2 shows two components of the Sommerfeld constant
calculation [5, Eq. (4)], as a reminder:

α−2 = 1372 + π2 −
1

137.5

(
1
2
+

1
8
±

1
137.5

(
1
2
±

1
8

))
, (23)

namely N = 21 for the electron and N = 23 for the muon,
the inverses of 1/2 and 1/8 identified in this calculation as
identical resonances in 1 and 3 dimensions; the third reso-
nance, that of the tau N = 16 is their product, therefore 3+1
dimensions.

The relation (8) between µe and µα uses twice the number
137, which implies an underlying origin, as it is one of the
two common aspects of the three electrons. Now one way
or another all particles discussed so far couple in α, meaning
it constrains their resonances; then we calculate the sum of
all the integral and distinct resonances in N and P (omitting
fractions: µe, neutrinos, and quarks u and d):

ΣNP = 2+3+4+5+7+8+9+12+14+16+19+38 = 137 . (24)

It is from this sum that we can first imagine to calculate Som-
merfeld’s constant using the Bohm-de Broglie model, as it
simply suggests that resonance and couplings act in mirror in
a finite harmonic system; and again that the full mass spec-
trum is known. We must then look at the other axis K, and
take into account the boson mass calculation which uses sub-
multiples of 266 on this axis. So, again excluding µe, neu-
trinos and the quarks u and d, taking all the distinct K and
replacing those of the bosons by +266, the sum

ΣK = (2 × 7 × 19) + 2 + 3 + 4 + 5 − 6 = 274 , (25)

is also compatible with a harmonic system between couplings
and resonances, where the factor 2 with ΣNP = 137 would
constitute a second level of harmony.

3.2 De and Dα

According to this logic, the three couplings used, intervening
at the same level in the mass formulas, should proceed from
a unique mechanism and obey the same constraints; their ge-
ometrical structures should therefore be similar and their for-
mulation obey the same pattern that we know from Sommer-
feld’s constant (23), i.e.

D−2 = a2 + b π2 +
c
d
, (26)

with geometric and action constraints between their compo-
nents, which dictate that

1. a is the integer whose square is closest to D−2,
2. b is the integer such that a2 + b π2 − D−2 is minimal in

absolute value,
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3. d is a rotation term where π2 is suppressed,

4. |b| > |c/d|,

5. one of the terms is negative, and

6. all terms are numbers known through resonances.

Then a constrained division of the empirical value gives

D−2
e =

(
(7 − 3) × (274 + 19)

)2
+ 7π2 −

19π
19 − 1

, (27)

D−2
α =

(
(19−3)×(274+3)

)2
+2×

(
274+19+1

)
π2−

19
4π

. (28)

After reducing a to prime numbers, we make 274, 7 and 19
appear from which 3 is subtracted. We find in the b term
of Dα the electron wave signature present in α with 275 π2,
but augmented of 19 like 274 in the a term of De. There is
a neat numerical recurrence between the couplings, a form
of similarity between De and Dα, and a double connection
with α (and two more if we also count 274 = 2 × 137). As
expected, it agrees with a one to one mirror effect between
couplings and resonances.

3.3 Ghost coupling

The three couplings appear to take the same resonances as
particles, with 274 twice and 274 + 1; they include two iso-
lated rotations 1 π2 and 7 π2, the expected third 19 π2 is ab-
sent; it is found in the resonance of two quarks t and b, K =
−19 to calculate the mass of the H0, and twice added to 274.
We find 274 twice in the a terms and 137 only once. So we
are missing a coupling that will include 137 like Sommer-
feld’s constant and −19π2, the latter negative to fit subtrac-
tion at the denominator of the term d of De where the 1pi2

and 19 π2 subtract. The missing elements give a and b and a
spin 2 gives c:

D−2
p = 1372 − 19π2 +

4 π
19

, (29)

each term of which and/or its inverse is present in the other
couplings formulas, therefore adds no new resonance, and
which force has no coupling effect on the calculus of masses
(so can we guess at this stage).

3.4 Comments

We note that all the conditions listed in section 3.2 are veri-
fied for three couplings, i.e. less than one chance in 105 for a
random draw of three values. For Dp the point 1 is violated;
this is imposed by +137 positive and −19 π2 negative, with-
out which there would be no consistency either with α or with
the terms in 19 of De and Dα.

The geometrical form and connections of the couplings
extend the underlying unity found in masses, and imply the
non-separability of the forces.

4 The Planck mass

4.1 Notations

From now on, we shall use the Planck mass and length in their
original formulations:

mp =

√
h c
G

; lp =

√
h G
c3 , (30)

denoted in lower case. We shall be using SI units. The values
of the constants used are

G = 6.67430 (15) × 10−11 N m2 kg−2 . (31)

and by definition

h = 6.62607015 × 10−34 J s ; c = 299792458 m s−1 . (32)

We shall also use the Planck mass integrating the constant of
quantum theories ℏ and the Einstein constant 8πG:

Mp =
mp

4π
=

√
ℏ c

8πG
= 4.341358(47) × 10−9 kg , (33)

denoted capitalized. The value of the constant Xe (3) is in SI:

Xe = 1.451999775331 × 10−32 kg . (34)

To avoid confusion, the subscript p will be used for quantities
calculated with the classical formulas, and with the subscript
ω when calculated from the harmonic system.

4.2 Unity and GR-QM reverse symmetry

The denominator of mass formulas relates a resonance ex-
pressed as a length (1/N P) within a resonator of length 1 –
equivalent to stress or pressure – to a force expressed as a
coupling (K D). In terms of Einstein’s field equations, this is
the fundamental unity of force, stress and energy: here, mass
is stress, and therefore, by a natural extension, all forms of
energy. There is a trivial geometric and quantitative symme-
try between GR and QM, which is a priori compatible with
the preceding results, since the three following relations must
be compatible with the harmonic system:

• Newton’s force in its natural quantum form, as each
mass ratio must be physically homogeneous:

F = −
G m1 m2

r2 = −
2π ℏ c

r2

m1

mp

m2

mp
. (35)

• The relation for a given mass between a Schwarzschild
radius and a Compton wavelength:

RS λ = 2 l 2
p . (36)

• Or, in the form of three unitless ratios,

m
mp
=

lp

λ
=

RS

2 lp
. (37)
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The volume at the denominator of the mass formula then rep-
resents two inverse quantities, depending on whether we see
1/N P in the denominator or its inverse in the numerator. By
writing it in the following form

m = X
( N P
1 + N P K D

)+3

, (38)

the couplings appear as a mirror effect characterized by the
product N P K D which, according to (36) in particular, must
be centered on a resonance corresponding to the Planck par-
ticle. Its mass should therefore be calculable with

1. a mass formula,
2. what is missing, 266 and Dp,
3. and what is universal, Xe and De,
4. taking into account a dispersion in 4 π,

because then Xe cancels in the ratio m/mp of (35) and it ex-
presses only stress ratios in a unique harmony. We find

Mω = Xe

( De

2662 + D4
p

)−3

= 4.341421 × 10−9 kg , (39)

which is the Planck mass Mp (33).

4.3 Comments

Now the harmony, its formulas and its two universal parame-
ters cover the twenty-one orders of magnitude separating the
mass of the Planck particle from that of the electron – or thirty
with neutrinos. It shows once again the underlying unity, and
that the form given to the couplings is correct as well as their
assumed connections.

5 Toward the origin

While the origin of the resonances is not understood there is
all the material needed in the mass Mω (39) with two cou-
plings De and Dp based respectively on ΣN, P = 137 and
ΣK = 274, a term in 266, and the constant Xe. It suggests
that we are close to the end and that the next step is to find an
origin of the particle resonances; for this we need to find the
constraints that apply. Since the Planck mass defines grav-
ity we need to find-out how it defines space-time locally and
globally and why it oscillates.

5.1 Classical anomaly

The calculation of Mω (39) uses two couplings De/2662 and
D4

p; two orthogonal forces and lengths, respectively the sine
and cosine of an angle

Ω = arctan
 De

2662 ×
1

D4
p

 = 1.33509... ≈
4
3

rad . (40)

Now assume a spherical object with radius R greater than its
Schwarzschild radius RS ; in the Newtonian gravity case, for
a test particle at D < R which wave function is ψ = eiϕ, the

phase shift ∆ϕ in R for the momentum p̂ψ along r⃗ would only
depend on mass and obey:∫ R

0
4π r2 ρ(r) dr = Λ

∫ R

D
dϕ , (41)

where the right-hand side is just the phase shift between D
and R, ρ(r) the energy density in r, and Λ a constant inde-
pendent of R and RS . Above all, this equation represents the
effect of one phase variance, that of the massive object, say
S , on another, that of the particle momentum. Now, the con-
stitutive stress of this object is locally ρ(r) = S/π because,
firstly, there is here identity between stress, energy and phase
variance, and secondly, the point of no return is π; so (41) can
be written in unitless form where ϕ, S and Λ are three angles:∫ R

0
4 π

(S
π

)2

d
(S
π

)
= Λ

∫ R

D
dϕ . (42)

So if R tends to RS , the integral of the left-hand side tends to
4 π/3 (S tends to π) and that of the right-hand side to π, hence
Λ = 4/3. Now we compare two forces in (40) to their effects
in (42) – where there is identity, then in the Newtonian gravity
case we should find Ω = 4/3. It is easy to see that the differ-
ence is not due to the precision of G, hence neither De nor Dp.
It only expresses the incompleteness of our knowledge of the
forces structure – and therefore of their effects. Then, since
all energies gravitate we assume a complement also coming
from the harmonic system representing all possible interac-
tions through De and the powers of Dp, which should cover
all the oscillator forms, known or not; thus a quantized series
hi D i

p such that:

n∑
i=0

hi D i
p

D4
p
×

De

2662 = tan
(

4
3

)
, (43)

where h0 = 1 for the Planck mass, and n any, possibly infinite.

5.2 Method

The series in (43) will be used as a probe; for this we need to
estimate its terms one by one (h1, then h2, etc...). But we do
not yet know what to search as there is a priori no experimen-
tal data to rely on. Still, each step must bridge part of the gap
and reflect the unity that has so far been expressed through
couplings and resonances; geometric shapes, a topology cov-
ering all forms of the oscillator as each of the products De D i

p
corresponds to an increasingly large coupling, and the whole
to a nested topology. So

• From the couplings at its origin, the sequence should
talk of Sommerfeld’s constant and particle resonances.
These aspects should make its terms identifiable, hence
logic imposes to recognize what we find.
• There is no turning back, then each term should re-

duce the residual by roughly 2 orders of magnitude –
or maybe more.
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• The precision of each term is infinite; the very structure
of the sequence as a quantized oscillator implies that
approximation is illusory.

These constraints severely limit the field of exploration; we
use them with the following method:

1. At step n consider the residue, and divide by Dn
p.

2. Recognize what it is, round up or down to significant
number(s) in line with n − 1 and compute the residue.

3. If the residue is small enough go to step 1 for n+1, and
continue with the next quantity of similar kind.

4. If not it may be a border then if hn describes a known
shape go to step 1 for n + 1; or hn is wrong, then go
back to step 2 and make a better guess.

Two high precision online calculators [15] and [16] are used
to calculate and check.

5.3 Sector one, particle resonances

Mω corresponds to

h0 = 1 [+1.9 × 10−3] , (44)

with the residue with respect to tan(4/3) in square brackets.

h1 = −1 [+8.4 × 10−5] , (45)

a unit resonance represents a massless particle that can be
identified with either a photon or neutrino(s).

h2 = −3 − 4 [−2.2 × 10−6] , (46)

is a little more complex, −4 is identified to the resonances of
the electron (NP = 4 Table 1), and −3 with the P of quarks
(Table 3) – two radial components linked to the electric field,
the latter to fractional charges. In addition −4−3 = −7, twice
the first part of the µe resonance 7/2, and 4 is the inverse of
1/4, the second part.

h3 = +25 [+5.1 × 10−8] , (47)

the muon resonance (NP = 25 Table 1, and NP = 24 Table 2
is close to optimum).

h4 = −81 [−2.7 × 10−9] , (48)

the tau resonance (NP = 81 Table 1, and NP = 64 Table 2 is
also in the optimum range).

h5 = 2π
(
7 + 14 + 19 + 38 +

38
19
+

14
7
+

38
14
+

19
7

)
[2 × 10−11] , (49)

the sum of quarks’N (Table 3) by 2π for circular paths.

h6 = −556 = −8 × 69.5 [5.7 × 10−14] , (50)

which, by its position must correspond to the gluons eight
degrees of freedom; without mass it would be either 1 or 8×1,
this a point to understand. The last harmonic of this sector is

h7 = −217 = −144 ×
3
2
− 1 [3.9 × 10−17] . (51)

The first term -144 identifies the resonances of the three mas-
sive bosons (Table 4) with a factor of 3/2; and the second
either the photon or the neutrino(s) with −1.

The resonances N, P of all particle of the Standard Model
are entirely covered by this sector and simple to identify – in-
cluding massless particles or supposed so. Note 1) that all hi

give directly comparable quantities, irrespective of the power
associated with Dp; 2) that within a single harmonic all terms
have the same sign, otherwise the result would be meaning-
less; 3) that the presence of 2 π for quarks is consistent with
the inferred geometry, as is its absence for electrons and mas-
sive bosons; 4) that the assumed logic of generating the Som-
merfeld constant is verified for particles of known mass; 5)
the µe mass resonance may also be here in h2 (the part 7/2);
and 6) the unitary resonance of h1 or h7 justifies the neutrino
mass calculation in section 2.5.

5.4 Sector two, spheres

The second sector starts with spherical coefficients of dimen-
sions 4 to 7, with phase variances according to the template
of the Mω anomaly, then similar but inverted coefficients.

h8 = −2 π2 −
1
π

[7.2 × 10−20] , (52)

the four-dimensional sphere surface coefficient (2 π2) and a
phase variance (1/π).

h9 = −
8 π2

15
+

1
2 π

[1.2 × 10−22] , (53)

the five-dimensional sphere volume coefficient (8 π2/15) and
a phase variance (1/2 π).

h10 = −
π2

6
+

3
2 π

[−5.7 × 10−24] , (54)

both a) the six-dimensional sphere volume coefficient (π3/6)
divided by π, b) its surface coefficient divided by 6 π, and c)
curiously, the Riemann function, ζ(2) = π2/6, and a phase
variance (+3/2 π).

h11 = +
3
2
×

16 π3

105
+

1
π

[1.7 × 10−27] , (55)

the seven-dimensional sphere volume coefficient (16 π3/105)
times 3/2, i.e. 16 π3/70, and a phase variance (+1/π). The
same factor 3/2 is also present in h7.

h12 = −
1
π

[−6.3 × 10−29] , (56)
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a simple phase variance, which defines a boundary.

h13 = +
2

5 π2 −
π

2
[3.3 × 10−32] , (57)

an inversion of h9, with π→ π−1 by multiplying the first term
by 3/4, the inverse of the original tangent.

h14 = −
1

4 π
−

1
π3 [−5.6 × 10−34] , (58)

the inverse of the surface coefficient of a three-dimensional
sphere (4 π), and that of a six-dimensional sphere (π3).

This sector, like the others, identifies stress coefficients
and therefore forces and shapes. Finding spherical coeffi-
cients and phase variance terms can be identified with forces
in at least 7-dimensional space. The signs of the components
in (and between) harmonics are not always the same, possibly
indicating opposite effects.

5.5 Sector three, wave and coupling

Convergence in this sector is extreme.

h15 = +
1
22 +

1
133 π + π

6
[2.5 × 10−40] , (59)

two phase variances (or inverted resonances).

h16 =
−1

2662 − 69.52 − 137 − 3
2 ×

(
1 + 1

69.5 −
π

8×69.5+3

)
[3.8 × 10−51] , (60)

corresponds, by its shape, to the difference of the squares of
two couplings (A2 − B2), separating for instance the three
terms in 69.5 from the others.

5.6 Sector four

The fourth sector is separated from the third by seven null har-
monics (h17 to h23 inclusive) and begins with two identically
shaped resonances that seem to complement each other.

h24 = −33 −
2 π3

34
(
1 − 1

2×7

) [−5.2 × 10−56] , (61)

a resonance term associated with a coefficient in π3 that must
be associated with a dimension. Then h25 = 0, and

h26 = +22 +
3 π3

24
(
2 −

(
3
2

)3
× 1

2×19

) [5.7 × 10−60] , (62)

whose form is an almost exact copy of the previous one, re-
versing 3 and 2, and 7 and 19. Then h27 = 0 and finally

h28 = −
144
π2 +

1
24
+

1
(144 + 1) × 6 π

[3.0 × 10−68] . (63)

This harmonic corresponds to the three bosons resonance (i.e.
N P = 144) and their resonance widths (1/24 and 1/144/6)
seen in the radial direction. The last term being different from
the expected one, we recalculate the H0 width:

H0 → ∆K = 1/((144+1)×6)→ ΓH = 4.079 MeV/c2 , (64)

which, if compared to (17), is closer to the theoretical value
at 125.206 GeV/c2.

6 Coherence

The sequence can only be proven based on a detailed knowl-
edge of the geometry it defines; we are not there, we do
not know how it works or whether it ends or not. We can,
firstly, find internal correspondences and, secondly, relate it to
known quantities. This is the purpose of this section, whose
aim is to get a first estimate of coherence with the harmonic
system, in particular the mass spectrum.

6.1 First points

We recognize many structuring points; a non-exhaustive list:
• First sector: All resonance numbers (N, P or NP) of

massive particles are present with two well-defined or-
ders, 1) that of total resonance lengths, and 2) that of
the internal couplings progression in the primary field,
and therefore groupings either in the same zone or in
the same harmonic, the resonances of particles with
similar properties.
• First sector: Similarly we find first all radial resonances

(from h2 to h4), and then rotations (with h5 and h7);
mixed quark resonances are split in two between h2 for
the radial part P, and h5 for rotations N.
• First sector: So, having assumed that at this level the

forces and their effects are one, which leads to equa-
tion (43), we have complemented the structure of the
forces with the known structure of their effects, the res-
onances.
• Second sector: Contains four spherical coefficients, h8

to h11, in order from 4 to 7 dimensions. Then what
identifies with interactions between these structures in
h13 and h14, and a single phase variance h12 in the mid-
dle that looks either like the interaction center between
these spaces, or a pure absorber in 8 dimensions.
• h15: We find 133 + 4 = 137 = ΣNP, inverting the two

main terms and removing π and π/6.
• h15: The numbers 4, and 133 π = 7× 19×π correspond

respectively to the resonances of electrons and quarks.
So this harmonic is linked to the fermionic wave.
• h15: the term π/6 is a phase advance for 133 π; if it

corresponds to an inverted length π/6 π2 we get 133 +
6 = 139, the full resonance spectrum (ΣNP = 137 plus
the two unit resonances) – excluding h6 = 8× 69.5, but
139 = 2 × 69.5, the same ratio as between ΣK and ΣNP.
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• h15: 133π is a harmonic of quark resonances 7 and 19
(plus a factor of 2 for charges 2/3), and π/6 a phase
advance giving a negative length; so K = −6 Table 3.

• h24 and h26: The two phase advances in the denomina-
tor multiply to give 133 and 266, depending on how the
factors 2 is considered.

• h24 and h26: Taking into account the factor 2 in the
denominator of the second, as well as the ratio 33/23 we
obtain 27 and 8, their difference is 19. There are also 7
and 19, the two rotations of De and Dp respectively.

• h28: The bosons resonance and widths. This harmonic
therefore represents the Higgs field potential – unique
as assumed – and h28 is complete and in agreement with
the calculation of boson masses and lifetimes.

Such structure means an extremely entangled system where
each element has a specific role – a global equilibrium work-
ing as a whole, coherent and inseparable.

6.2 The electrons, h6 and h16

We find 8 × 69.5 in h6, which is rather strange as we ex-
pect gluons supposedly massless. Conversely, meson spec-
troscopy has been suggesting a monopole (e.g. [1]) for sev-
eral decades without finding it, and we could also write h6 =

8×1+8×68.5. But we also find 69.5 three times in h16, twice
in the denominators and 69.52, which makes it unbreakable;
but suggests considering

69.52 = 68.52 + 137 + 12 , (65)

by the similarity of this expression with the ratio between the
two mass constants µe and µα given by the empirical relation
(8), except for the last term for which we would expect 2
instead of 1. In Table 1, the resonances N and P are 2, 7 – 2
and 7+2, while in Table 2 we have 21, 23 and 24 for N. These
two tables represent the primary and secondary fields. So the
12 divides to give resonances 2, with Table 2 rotations in π for
P and radial terms for N; and Table 1 only radial components
for 2 (mixed with 7 if it is circular). Then divide 69.5 by π,
invert each term of (65) replace 1 by 2 π, and the sum of the
inverses gives a ratio of resonance, therefore of masses:(

69.5
π

)2

→
π

2
+

π

137
+

(
2 π
137

)2

, (66)

is the ratio µα/µe (8). This expression also corresponds term
to term to that of Sommerfeld’s constant (23) and to the logic
to its calculus, but in an inverse manner:

• (2 π/137)2 for 1372, the electron pulsation.

• π/137 for π2, the electron spin,

• and π/2 for 1/137.5 × (1/2...), the wave.

Consequently, this relation must be reflected in the difference
between Xe and Xα as well as in the composite coupling Dµe

(20); considering those as two pressure fields, each being a
dynamic transformation of the other, and inverting the rela-
tion (8) by taking into account the common share of the res-
onances of the three electrons leads to the following semi-
empirical formula:

Xe

(
1 − exp(1)α2

)
+ Xα

(
1 + exp(1)α2

)
Xe (1 − α) − Xα (1 + α)

=
1372

2 π
×

(
1 −

π

137

)
, (67)

whose relative accuracy is 1.4× 10−8, and then relative errors
of 4.8 × 10−12 on Xe and Xα in opposite directions, better
than the uncertainty range on lepton masses (3 × 10−10 for
the electron). The formula used here for α is expression (6)
of [5].

The left hand side contains α, which is also found in the
Dµe coupling (20), as well as the basis of the natural loga-
rithm. The main term, 137/2 π of the right hand side is mod-
ified by (137 − π), which includes a phase advance; we find
again the logic of the calculation of the constant α [5] with
1372/2 π for an electron pulsation and a phase delay π/137
per pulsation corresponding to the spin, and we obtain a res-
onance length

√
1372 + π2 where the fractional wave terms

of α, which are related to the electron movement, are natu-
rally absent. Both expressions (8) and (67) therefore speak of
a dynamical shift between the primary and secondary fields,
which corresponds to electrodynamics and its coupling.

6.3 The Planck length

The Planck length is identified to the maximum resolution
and is expressed in units of length. But here it may be in-
scribed in the denominator of the mass Mω, which is a pure
number. We will therefore calculate the Planck length as an
angular resolution independent of the system of units – even
though the ice becomes thin as it questions units systems.

In h15 we recognize the fermion wave, which is obvious,
and h16 as the universal coupling forming particles on the sur-
face of a 4D sphere defined by h8 dominating the first sector,
for we can write it h16 = A2 − B2 ∼ m2c4 = E2 − p2 c2. They
must then define the Planck length or Planck time, which we
must be able to calculate with very good accuracy since this
sector covers 17 orders of magnitude. Starting with h15, we
consider 4 and 133 π as resonances and π/6 as a phase ad-
vance, and calculate an uncertainty from distinct paths; each
path corresponds to a synchronicity S :

• 4 is the electron resonance, also present in the muon
and tauon, and defines a 2 π cycle. The first length is
therefore a quarter of 2 π.

S 1 =
π

2
. (68)

• 133 π, is directly a length so

S 2 = 133 π . (69)
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• The phase advance π/6 desynchronizes the two reso-
nances. Combine it with 1/4, the length to consider is:

S 3 =
π

6
×

1
4
= +

π

24
. (70)

• It remains to combine the three terms; π/6 represents a
phase advance for 133 and shortens its length; the har-
monic h5 is a multiple of 2π so since 133 is multiplied
by π and 6 divides it, for a full turn this makes a length
2 π × (133 − 1/3), which applies to the denominator of
1/4. A simple phase advance gives a negative quantity,
hence a minus sign:

S 4 = −π

(
23

(
133 −

1
3

))−1

. (71)

To obtain a quantity relating to order zero of the sequence,
i.e. relative to one unit, we take into account the coupling D15

p
corresponding to h15, which gives:

L0 =
D15

p

S 1 + S 2 + S 3 + S 4
= 2.2856968.. × 10−35 rad . (72)

Then h16 is a coupling that modifies L0, also a length and no
degrees of freedom, but we have to unfold rotations to obtain
a full length.

π

8 × (69.5 + 3/8)
→ 8 π2 × (69.5 − 3/8) , (73)

where the sign of the phase advance (3/8) is inverted to obtain
the corresponding length, and for the other term

1
69.5

→ 69.5 π . (74)

Those allow us to calculate a quantity h∗16 by making the
above replacements in the expression of h16. We need to add
a geometric factor to h16, since it is also this coupling that
compresses the surface of the 4D sphere h8. Then, as h16 de-
pends on D16

p , we multiply by Dp to obtain a value relative to
L0, which gives a correction that may seem marginal

h∗16 Dp

2 π2 = −5.0462626214390 × 10−9 . (75)

Then by posing

Lω =
D15

p
√
π

S 1 + S 2 + S 3 + S 4
×

(
1 +

h∗16 Dp

2 π2

)
, (76)

we obtain the unreduced Planck length

Lω = 4.051292235148901 × 10−35 rad , (77)

Using Mω to cancel the uncertainty on G, we get Planck’s
constant, h = mp lp c with a relative precision of 6 × 10−13:

4πMω Lω c = 6.626070150004 × 10−34 J s . (78)

The fact that the Planck length is calculated in this way makes
it independent of the system of units. We calculate an angular
correction and speak of the GR-QM symmetry given by the
relation

RS λ

2
= l 2

p = L 2
ω , (79)

which is then read in steradian (or radian2), where RS λ/2 π
is the product of the two half-axes of an ellipse of invariant
surface (independent of the particle) inscribed on a sphere of
unit radius seen from its center; in other words, the angular
resolution in a three-dimensional space – the surface of an el-
lipse is π a b, in agreement with the square root of π in the
expression (76). The term on the right is therefore a solid an-
gle and Lω/

√
π the angle of the cone that defines it, both of

which are independent of the system of units (see also section
7.1). Now we can calculate Newton’s constant with the pre-
cision of the constant Xe, equivalent in principle to that of the
electron mass; using G = Lω c2/4 πMω we get:

G = 6.67410788487 (180) × 10−11 m3 kg−1 s−2 . (80)

The above decimals are the same if we calculate G = L2
ω c3/h

(which is not guaranteed at all as (80) depends on Mω), the
next differs in accordance with the residual error on h (78).
The Bohr radius a0 is then also a pure number:

a0 =
ℏ

αme c
=

2 Mω

me
×

Lω
α
, (81)

because in this expression the mass ratio is a harmonic ra-
tio. Consequently, the interpretation of Lω holds because α is
calculated as the inverse of a resonance length, like Lω.

6.4 Space-time and couplings

The first sector of the hi gives the particle resonances, N P,
as a product or separately, meaning that the resonances are
part of the structure of space-time; but nothing about their
couplings and K, which play at the same level in the mass
formulas. Resonances are given in a specific order; for mas-
sive particles whose resonances are not unitary, the couplings
increase with the i index and mix De and α. Hence couplings
and K should also be inscribed in the space-time structure in
the same order.

When calculating Ω the angle 4π/3 is in 3D space as well
as the phase reversal of π. So there is nothing here about
space-time and 3 + 1D, which would seem to be mandatory.
A resonance in space-time means a period, the time needed
for a resonance to loop which is a space-time interval; we can
then use the standard invariant

c2 t2 − r2 = c2 τ2 , (82)

where τ is a particle period and defines, for this particle, a
hyperboloid – and is reminiscent of de Sitter space. Then we
pose R and u in hyperbolic coordinates

r = R cosh (u) ; c t = R sinh (u) . (83)
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The ratio between space and time is

r
c t
= coth (u) , (84)

which is independent of R. Then for the angle Ω (40) notice

coth
(
Ω−1

)
≈
π

2
, (85)

close but not equal, and cot (π/2) = 0; the meaning of which
is that the ratio of forces in Mω does not fit flat space-time,
so let us check what is missing. With the hi we get the N Ps
which response in the mass formulas are the K Ds, and all this
is perfectly ordered since we cannot mix the resonances and
couplings at random. Then, in order to find the K Ds’ origin
we should complement a second series as follows:

A = arctan

 n∑
i=0

ci ×
De

2662 D4
p

 , (86)

with n any, where the ci should complement the mass formu-
las; so that

coth
(
A−1

)
=
π

2
, (87)

and eventually relates to forces meaning that space-time is
flat, because then

cos
(
coth

(
A−1

))
= 0 ; sin

(
coth

(
A−1

))
= 1 . (88)

The resolution logic for this series is basically the same as for
the hi; but we know a little more of what to search. The first
sequence gives the particle resonances in order of mass and
of increasing gravitational couplings Di

p; we should logically
expect a similar order with the couplings α and De. Then
since De ≈ 16α2, the gain at each step may be rather chaotic
but show the same progression as for the hi, with a known
coupling responding to De Di

p. The two couplings giving a
minima the progression α, De, αDe, and D2

e ; respectively that
of µe, electrons, quarks, and bosons; we should not use α2 as
it represents infinite loops in the boson mass couplings DWZ

and DH . On this basis the empirically fit sequence is

c0 = +1 [3.2 × 10−3] . (89)

for the Planck particle.

c1 = −α ×
7
2
= −α ×

(
4 −

1
2

)
[1.6 × 10−4] . (90)

This is h2 = 7 divided by 2, and the coupling and primary
resonance of µe, which indirectly responds to h2, h3 and h4.
It also decomposes in 4 − 1/2, where 4 is the electron reso-
nance Table 1 and sub-multiple of all N P of Table 2; and a
resonance 1/2.

c2 = −De ×

(
1
2
+

1
25
+

1
81

)
[6.8 × 10−5] . (91)

The primary coupling and the inverse of the resonances N or
N P of the three electrons Table 1, though for the electron we
would expect 1/4 instead of 1/2; we consider it responds to
h2, h3 and h4 with De.

c3 = −αDe ×
h5

4 π
[1.4 × 10−5] . (92)

The primary field coupling appearing with quarks (αDe), and
the associated quark resonances N Table 3. So it responds to
h5 (49) but only for the coupling appearing with quarks.

c4 = −D2
e ×

(
144 ×

2
3
+ 2 −

1
7
−

1
19

)
[3.6 × 10−9] . (93)

The primary coupling specific to bosons (D2
e) and associated

resonances, though multiplied by 2/3 instead of 3/2 in h7 for
144, and the other numbers fit the boson’s K. Again it re-
sponds to the coupling appearing with bosons except α2. We
have all what we know of, but let us continue.

c5 = −αD2
e ×

(
7
2

)
[7.8 × 10−11] . (94)

Now c5 = c1 D2
e .

c6 = +D3
e ×

(
1
2
+

1
25
+

1
81

)
[9.8 × 10−12] . (95)

And now c6 = −c2 D2
e . We stop here because we do not have

enough precision on α to continue (even c6 is doubtful).
Overall, we have a progression of the primary couplings

together with the resonances they apply to – plus maybe a bit
more that repeats the same resonances. We notice:

1. That the rotations of quarks appear radially to the asso-
ciated piece of coupling.

2. That the factor 3/2 of h7 is inverted.
3. That the electrons N or N P appear as inverses.
4. That nothing comes out for gluons h6, neutrinos h1,

photons in h8.

6.5 Connection hi − ci

Connecting this sequence to the hi is not difficult as it obeys
the following rules:

1. For a given particle group, the resonances N, P and the
strongest part of the associated coupling can be taken
from a single element of this suite.

2. Any integer is a resonance N P or K, to be taken as is.
3. Any fraction is an inverted N P or K, whose sign must

be reversed.

With the following consequences:

• The N P resonances of electrons is the inverse number
of c2, except for the electron where we get N = P =
K = 2 for Tables 1 and 2.
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• A circular resonance N of a quark is taken in c3 as ra-
dial effect of the same number in h5.

• The resonances N P, K of the massive bosons are in c4,
with 3/2 and two of the Ks inverted.

Overall, we get the N, P, Dmax, where Dmax is the strongest
part of a particle coupling, and the boson’s K. But we can
complement the couplings for each particle group with a sim-
ple addition of Dn−1 to Dn:

• The K of the bosons being known from c4 we use the
same number from c3 to get the part in αDe/2; the fac-
tor 1/2 comes from the interaction of two charges.

• For quarks, we get Dq = De + αDe taking De from c1.

• For electrons, the coupling is complete from c2; and we
get the electrodynamics coupling α from c1 – which is
also valid for quarks.

• Massive bosons are composites, then α2 is taken as the
square of α from c1; in agreement with a free field giv-
ing the denominators of DWZ and DH by infinite inter-
action loops.

We miss the electrons and quarks K, which origin is still un-
known. And by the way, the bosons resonance N P = 144 =((

3
2 × 144

)
×

(
2
3 × 144

))1/2
is the geometric mean of two com-

ponents from h7 and c4.

6.6 Comments

The two sequences hi and ci appear to be working together
with respect to the particle resonances. We first showed that
the angle Ω must be complemented to 4/3 to get the harmon-
ics N, P, and then that the hyperbolic cotangent of its inverse
must be complemented to π/2 to get a mix of coupling and
resonances – both sequences in the same “right” order. Now
we have

coth
(
Ω−1

)
>
π

2
> coth

(
3
4

)
, (96)

so Mω, a black hole, does not reach π/2, and 4/3 exceeds it.
So the particle spectrum is needed to get to π/2, and this is
done by the coupling α. Consequently, Dp (gravitation) and
α (electromagnetism) are complementary to each other for
the existence of space-time. Electromagnetism is born from
gravitation, which cannot survive without it.

We now have several points justifying the limits of the
particle spectrum:

• The first sector of the hi defines resonances, there are
no others.

• It defines the N P products of the primary field as a set
of elementary oscillators occupying the Planck length.
Hence the limitation |N P K D| < 1 suggested by the
resonances of the primary field makes sense because
otherwise the resonance of a particle would overflow

the Planck length. The resonator of unit length imag-
ined to get the mass formula is simply a Planck particle
defining a unitary box.
• The wave h15 and the coupling h16 only use numbers

known through the mass spectrum and h6.
• The Higgs field as it appears at h28 requires no other

particles.
• The second sector involves interactions directed by di-

mensions and there then by symmetries; this is more
than enough to encompass the symmetries of the stan-
dard model but also imply a form of selection by the
fact that all the second sector must work together – a
form of filtering.

We understand that space-time, particle resonances, and
couplings are of gravitational and electromagnetic origin and
that there is no freedom in the structure of the particle spec-
trum. The resulting laws and parameters form a coherent,
compact, inseparable, and non-adjustable block.

7 Wave-coherent cosmology

An expanding universe where the laws of physics are every-
where identical and whose parameters are consistent with the
preceding sections is necessarily a single resonance with a
localized origin; if considered homogeneous its macroscopic
quantities cannot have any degree of freedom. All must there-
fore be calculated from its geometry; hence from its age alone
or from its horizon.

7.1 Black holes

The calculation of the Planck mass from an oscillator made
of pure numbers poses a real problem, because the oscilla-
tor alone must define space-time; hence the metric by which
it scales the particle resonances; therefore the Planck length
varies in space and time. Consequently for a Schwarzschild
black hole of mass M, the radius

RS =
2 G M

c2 , (97)

can only be a wave number. We naturally think of

RS = n lp ± lp , (98)

with n an integer and ±lp an uncertainty. But its charac-
teristics are entirely defined by a real factor E defined by
M = E Mω and verify:

RS ≡ M = E Mω = E Xe

( De

2662 + D4
p

)−3

, (99)

and its average mass density ρS reported inside the sphere of
radius RS verifies:

RS ≡ M =
4 π
3
ρs R3

S → ρs ∼ R−2
S . (100)
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Then we identify the squares and the cubes in this relation

M = EMω = ρS R3
S =

E3

E2 Mω

→ ρs ≡
Xe

E2 ; RS ≡ E
( De

2662 + D4
p

)−1

. (101)

This expression shows the gravitational nature and structure
of the mass formulas, and that the Schwarzschild radius of the
Planck mass, say Rω, can be considered as a unit wavelength
because in natural units

Rω = 4 π lp ≡ 4 π
( De

2662 + D4
p

)−1

. (102)

We then recognize the Hawking temperature which, even if
in principle external, can only be the effect of the harmonic
system:

KB TH =
ℏ c3

8πG M
= Mω c2 Mω

M
=

Mω c2

E
, (103)

where we recover the scale factor E of the expression (99).
And Mω is a resonance; this relation identifies this tempera-
ture to its wavelength; giving a GR – MQ symmetry where lp,
λ and RS evolve together in the gravitational field for a par-
ticle at rest seen by a distant observer, and not the other way
round for the last two. Likewise it comes

KB TH =
ℏ c3

8πG M
=

h νω
E

, (104)

where νω = Mω c2/h is a frequency, and νω/E is that of the
black hole. The wavelength of a black hole then varies like
its mass and its radius, and its frequency conversely. Now the
similarity with the equation of an ideal gas P V = KB T al-
ready discussed after the formula (2) is obvious. In the case
of a black hole, P represents a surface pressure, but in the
case of an ideal gas the internal pressure is constant, which
perfectly fits the scale factor E. However, according to (101)
we can identify a wave internal to the black hole whose dis-
persion at r > RS defines the metric. This wave is then the
effective Planck length at the place considered, the maximum
resolution decreases near the black hole down to RS at its sur-
face; we note the absence of singularity.

With the connections between the couplings and the two
sums ΣNP and ΣK , we have linked gravity (as a force) to reso-
nances and couplings through relative variations of the Planck
length, therefore of the relative resolution. Consequently, the
harmonic h8 expressing a constraint in the form of a four-
dimensional sphere surface coefficient (2π2) associated with
a phase variance (1/π) and dominating the spectrum of res-
onances, the universe is studied as the surface of a resonant
4-sphere which expands into a four-dimensional exterior. We
consider a homogeneous universe where the celerity c is con-
stant and where, due to homogeneity, the effective Planck

length lp varies only in time and defines a homogeneous met-
ric in 3-space at any time. Obviously we forbid ourselves to
add particles or fields, but suppose a single field or space un-
dergoing a transformation. In this way the past is static, the
future dynamic, and the present a phase transition.

7.2 Universe mini-model

Expanding into an exterior, the universe is modeled by a solid
expanding 4-sphere centered on its origin of which 3D space
(the present) is the surface. We therefore assume that the par-
ticles are growing strings, and that the interior of the sphere
is fixed in the sense of the events – not in the sense of the
phases of the resonances, but in the sense of the derivatives of
the phase variations of the wave at any point.

In a perfectly homogeneous universe the cosmic time T is
the meaningful physical quantity; in wave number n = T/tp

is the number of “Planck sheets” or layers constituting the
past. Taking the original event at n = 1, its resonance length
L1, then for n >> 1 the sum of the inverses of the resonance
lengths is

1
L(n)

=
1
L1

n∑
i=1

1
i
=

1
L1

(ln (n) + γ) , (105)

with γ the Euler-Mascheroni constant. This formulation cor-
responds to the fact that in an expanding universe the surface
of the layer n depends on n3, which complies with the mass
formulas; this expression means that the present “feeds” the
past and that a source energy is consumed (actually of unit
J m ∼ h c). The sphere is divided into layers, the weight of
each is its layer number, and we sum the inverses according
to the rule. The energy of the layer n then evolves like

E(n) = E(1) (ln (n) + γ) = E(1) ln (k n) . (106)

Massive particles are harmonics of the Planck mass; it is then
necessary to count in Planck time to obtain a universal clock,
since it is the natural one and the logarithm implies that the
numerical results depend on the clock we choose. In the ab-
sence of creation of matter, the Compton wavelength of a par-
ticle is therefore

λ(n) =
λ(1)

ln (k n)
. (107)

This mechanism and this formula apply to any particle and
therefore to the Planck length. This relation amounts to writ-
ing ∆E ∆t = 1 for any string between any two layers with
a naturally oriented time; that is one quantum of action ex-
changes between any two layers of any string; actually not
action h but h c, which in 4D is to energy what energy is to
power in 3D.

Now if masses add up, charges multiply; then from the
same logic as for the evolution of wavelengths, we obtain a
charge formula for a given epoch

C =
n∑

i=1

1
n!
= exp(1) . (108)
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For the observable universe n > 1055, we can therefore write
an equality. The base of the natural logarithm also intervenes
in the coupling Dµe (20) with Sommerfeld’s constant in the
form exp(1) × α; a logarithm is also present in the same for-
mula; these component denote temporal resonances.

The expression (107) defining the wavelengths evolution
is all we need to discuss cosmology. The rest of this section
contains only solutions to outstanding tensions and myster-
ies which, as far as we know, cosmological models do not
relate to each other; all derived from the geometry of this
mini-model and this expression.

7.3 The Hubble parameter

The immediate application concerns the Hubble parameter
which is a function of time H(n). We have on the one hand
the expansion of the 4D sphere, therefore of 3D space at
its surface, which depends only on proper time. The asso-
ciated scale factor is therefore for a homogeneous spherical
universe, still using the Planck time and lengths as units

ae(n) = n . (109)

The expansion implies a second scale factor coming from the
contraction of wavelengths (107),

am(n) = ln(k n) , (110)

which corresponds to a contraction of rulers. Their product
gives the transformation of measurable space-time intervals

ait(n) = ae(n) am(n) = n ln(k n) . (111)

In the laboratory the space intervals defining the measurement
rods evolve over time

al(n) =
1

am(n)
=

1
ln(k n)

. (112)

The cosmic microwave background by which the Hubble pa-
rameter Hcmb is measured was emitted at

Tcmb = 380 000 years→ p =
Tcmb

tp
= 8.87 × 1055 ,

a unitless wave number; and we now are at

T = 13.801 Gy→ n =
T
tp
= 3.22 × 1060 ,

and according to (112) the contraction of ruler between these
two epochs is

ln(p)
ln(n)

≈
1

1.082
. (113)

The photon is a string like any other, its wavelength evolves
exactly like that of massive particles. So the Hubble param-
eter Hcmb measured through the frequency shift of the fossil
radiation depends only on ae, the scale factor due to recession.

At the opposite, the local Hubble parameter Hloc is measured
from supernovae luminosity, so 1) as a time interval, since
this signal has a duration, and 2) as a solid angle which de-
pends on the telescope and the expansion. Nothing new on
the principle, but the measurement of the signal duration de-
pends on ait, and its instantaneous power of the solid angle
of capture of the signal, that is a2

l /a
2
e = a−2

it because space
has expanded between emission and reception, and simulta-
neously the lengths defining the telescope have contracted.
The instantaneous luminosity therefore depends on a−3

it and
the total luminosity measured on a−2

it ; the measured recession
is therefore ait. In the end, therefore, we have the following
dependence between the two methods of measurement

Hloc = Hcmb
ln(n)
ln(p)

= Hcmb × 1.082 . (114)

Estimates using standard candles methods [14] concentrate
around Hloc = 73 km/s/Mpc, and the Planck mission indi-
cates [13] Hcmb = 67.66 (42) km/s/Mpc. The relation (114)
gives

67.66 (42) × 1.082 = 73.17 (45) .

Here the associated tensions are natural and explained. The
precision may seem very good, but this is not so because the
logarithm attenuates the errors on n; if we multiply n by 2 we
obtain 1.083, by 10 we get 1.10, not much but we clearly see
this ratio increasing over time. Consequently, the universe is
permanently building resolution.

The ΛCDM model interprets these measurements as an
accelerated expansion because a cosmological constant is the
natural solution in GR. Then, deriving (110) to (112) and us-
ing the cosmological radius RU = c T , it comes

äm = (ȧm)2 =
1
a2

e
=

1
n2 →

1
R2

U

≈ 0.6 × 10−52 m−2 , (115)

which is close to the estimated value of the cosmological con-
stant (to within a factor of the order of 2).

Let us now return to the Planck clock and the rulers con-
traction between two epochs. With another clock such that
n→ n/q and q > 1, it comes

ln(n)
ln(p)

→
ln(n) − ln(q)
ln(p) − ln(q)

=
logq(n) − 1

logq(p) − 1
, (116)

which amounts to changing the constant of integration. It
is only when the constant is zero that the universe has unit
size at the origin. We can also see there a change of base of
the logarithm and the introduction of a negative constant of
integration showing that the length of the ruler is in excess,
then irrelevant, and that the beginning physically compares
only to the Planck time. We can also write

am(n)
am(q)

=
ln(n)
ln(q)

= logq(n) = logq

(
n
q

)
+ 1 , (117)

which clearly indicates the choice of time unit and allows us
to change it, on the condition of knowing the absolute date.
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7.4 Dark energies and energy

The object of this section is to study the correspondence with
the ΛCDM model through the respective proportions of its
four main parameters, namely the proportions of ordinary
matter, dark matter, dark energy, and the total density. We do
not yet look for absolute quantities, only to understand how
these parameters relate to each other in relative terms.

Consider a uniform positive pressure P in the surface of
nonzero thickness of a four-dimensional Euclidean sphere of
radius R. The condensation of a new layer corresponds to
an absorption producing the growth of the strings and a pres-
sure deficit which, seen by an observer in the surface of the
sphere using GR to model cosmology, will guess a constant
negative pressure. This negative pressure is understood here
as a condensation density simultaneously generating the par-
ticles’ energy and gravity. The source energy MS invested
in the condensation must then be separated into three parts,
namely 1) the visible energy, 2) a remainder of force with-
out visible source (dark mass) because the wavelengths vary
from one time to another, and 3) a dark energy of negative
pressure causing the expansion of the sphere. Condensation
can be modeled in 3+1D as a kinetic energy MS = p c; but
here it is the transformation Xe ↔ Xα which is equivalent to a
bounce and implies MS = 2 p c. The dark energy of the stan-
dard model therefore represents 2/3 of all (2 for the source
energy and 1 for the masses). Quantitatively, the condensa-
tion occurs with h8 which implies proportions 1 for ordinary
matter and 2π2 for source energy (1 is the time axis, 2π2 the
surface of the sphere); so for convenience let us define

ϕ =
1

2π2 . (118)

The ΛCDM model considers ordinary matter separated from
the dark side, its proportion of mass is therefore given by

MV

ϕ
=

MS

1 + 2 ϕ
3

→
MV

MS
= 4.90 % . (119)

The mass of matter will be one-third the source energy, but is
separated into ordinary and dark matter; the proportion of the
latter is therefore

MD

MS
=

1
3 × (1 + ϕ)

−
MV

MS
= 26.83 % , (120)

and dark energy is the remainder

MDE = MS − MD − MV →
MDE

MS
= 68.27 % . (121)

Finally:

1. These proportions are invariant over time.

2. They agree perfectly with the Planck mission results
[13]: MB = 4.9 %, MD = 26.8 %, and MDE = 68.3 %.

3. The absorption density is the saturation point known
from the mass Mω, imposed by the mechanism: The
entire source energy intervenes there through the divi-
sion by ϕ giving a surface density on the 4-sphere.

On this basis we can complement the calculation of the cos-
mological constant. Using äm (115), the expansion factor of
space is that of a 3-sphere in GR, 4π/3, and there is the fac-
tor 1/2 from MS = 2 pc to take into account. Then using the
Hubble factor

Λ =
2 πH2

cmb

3 c2 = 1.121 × 10−52 m−2 , (122)

in good agreement with the Planck mission results (to 1.3%).

ΛPlanck = 1.106 × 10−52 m−2 . (123)

The current value, using Hloc = 73.17 km/s/Mpc gives

Λloc =
2 πH2

loc

3 c2 = 1.31 × 10−52 m−2 . (124)

Last, using the cosmological radius RU = c T , which is the
legitimate way in this mini-model

ΛRU =
2 π

3 R2
U

= 1.23 × 10−52 m−2 , (125)

logically a median value.

7.5 The cosmological constant

The method used here to model the impact of ae am is to re-
verse their roles; we model an increase of masses, insert it
into the Schwarzschild solution, and modify it à la de Sitter;
with a little more because the masses are not constant. By
setting the total universe energy to MT = MS , the previous
section states

2 G =
RU c2

MT
, (126)

where RU = c T is the cosmological radius at date T and MT

the total energy of the ΛCDM at T , which symmetries the
Schwarzschild solution

Rs

r
=

RU M
MT r

. (127)

This equation simply indicates that Newton’s constant con-
forms to a condensation whose saturation point is the density
of a mass E Mω on the observable scale. It is legitimate with
RU (and the following calculations can only work) because
the proportions of matter and dark energy are constant over
time, and the resonance is temporal. We therefore perform
the calculations as if the universe was a plane, of size RU ,
and of constant densities. To continue, it is necessary to add
variable terms that depend on r/RU , which requires two pa-
rameters α, β,

Rs

r
=

RU M
MT r

→
RU M
MT r

×
RU − α r
RU + β r

. (128)
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The term in α in the numerator corresponds to the expansion
of the source energy like RU , and the term in β in the de-
nominator to the derivative of the masses expansion. The two
terms are obtained by adding lengths because we are talking
about the inverse of the gradient of Lp in space and the inverse
of its derivative in time, which also inverts the signs. A series
expansion to the second order gives

RU M
MT r

→
RU M
MT r

−
(
α + β

) M
MT
+ β

(
α + β

) M r
MT RU

. (129)

Let us examine this expression:
• The first term is nominal and defines static space, fields,

and masses; the others can then be considered as addi-
tion of a variable gravity field.
• The middle term is independent of r and therefore in-

volves the total mass of the universe; M must then be
integrated to MV , and the total must give −1 the flat
metric. Then we have α + β = 2π2 + 1.
• So the term on the right must also be integrated into

MV to give MT (and becomes r/RU); therefore β = 1
the visible masses and α = 2π2 the source energy.

Note that with a series expansion in r we cannot integrate to
RU , but we can do it to MV as the central term requires. In the
end, after replacements and integration to MV we find

Rs

r
=

RU M
MT r

→
2 G M

r c2 − 1 +
r

RU
. (130)

The Schwarzshild-de Sitter solution has a similar formulation

−
Rs

r
→ −

Rs

r
−
Λ r2

3
. (131)

Adding a variable term then gives

−
Rs

r
− Λ r2 → −

Rs

r
− Λ r2 − δΛ r2 , (132)

which is identified term to term with (130), and where the
factor 1/3 of (131) is removed because it comes by integration
to give Λ r2/3, and here it is δΛ r2 which must be integrated.
The introduction of a geometrical constant k allows to solve
the equation as it must give (130):

−kΛ r2 − δΛ r2 → −1 +
r

RU
. (133)

Since Λ is now constant, integration to RU is possible and
gives the flat metric identified in the unit term of (130); hence:

−kΛ
∫ RU

0
r2dr = −1→ kΛ = −

3
R3

U

. (134)

Now we need to derive kΛ, but here masses increase and Λ
constant, and δΛ represents the inverse of the masses deriva-
tive; so we need to derive the inverse to get δΛ; for all r we
set RU → r, and since k is a geometrical factor we remove it

δ(Λ(r)) =
(

d
dr

(
r3

3

)
dr

)−1

→ −δ(Λ(r)) = −
1
r2 , (135)

and put it back to cancel the integration factor over the solid
angle; then multiply by 1/2 and identify with −r/RU we get

4π k
2

∫
−δ(Λ(r)) r2 dr =

∫
−2π k dr = −

r
RU

. (136)

Therefore
k =

1
2 πRU

. (137)

Last, report in (134)

Λ =
2 π

3 R2
U

, (138)

as expected we get (125). The Schwarzschild and de Sitter
solutions as modified here amount to differential equations
that we integrate; it corresponds to the mini-model but contra-
dict GR, but recall Einstein designed this theory with a static
universe in mind – proof is his famous mistake to stabilize
it. This is why in this mini-model space and time are not on
strict equal grounds. Moreover, because of integration to MV

made after (129) the results are independent of the creation of
particles at any time.

7.6 Anomalous accelerations, MOND

The standard model of cosmology evaluates the parameters
necessary for its operation; but here the absence of dark mat-
ter particles makes it incompatible with the phenomenology
of gravitation. However, in the absence of dark matter parti-
cles we can use the mini-model to recover MOND [11], [12].

The radius of the universe 4-sphere being n its circum-
ference is 2 π n; and from (110) an observer will see the ex-
pansion accelerating. The instantaneous acceleration A of the
expansion will depend on

ȧm =
1
n
→ A =

1
2 πRU

m−1 , (139)

which, as we expect, is the k factor in (137). A remote object
recession will be seen accelerating:

d2r
dt2 = A c2 → a =

c2

2 πRU
= 1.185 × 10−10 m s−2 , (140)

which, according to Milgrom is MOND limit acceleration
1.20 (±0.2) × 10−10 m s−2 [11] [12]. Another direct way to
this result is to understand the effect of the evolution of the
electron Compton wavelength on the Bohr radius; it shrinks
when the wavelength decreases

a0 =
λdB

2 π
=

λ

2 πα
, (141)

where the factor 2 π is consistent with (140) and implies that,
unlike energy, angular momentum is absolute and conserved;
in agreement with QM and with the interpretation of ∆E∆t
in (106). Now we can discuss the central mass problem in
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which the expansion of the central mass adds a term to the
classical potential, making it increase in time. Therefore a
simple sum of a and the Newtonian acceleration AN giving
AN + a is unacceptable, as the so-called anomalous acceler-
ations are free fall in an evolving gravity pit. We therefore
return to the weak equivalence principle, according to which
an acceleration is indistinguishable from gravity; the opposite
case makes it possible to reason by symmetry on the acceler-
ation formula. A force f on an object of mass m in free fall
with a Newtonian acceleration AN giving an effective accel-
eration Ae f f is felt as Ar > 0:

AN

(
1 +

Ar

AN

)
= Ae f f → Ar =

f
m
, (142)

here the acceleration felt, Ar = f /m, is the effect of inertia and
we are looking for the effect of an increase in gravity. So to
link the effective acceleration Ae f f and the two quantities AN

and a in a classical form we need to write the transformation
inverse to (142); an inversion of the roles which amounts to
calculating AN . Firstly we rewrite (142):

AN = Ae f f

(
1 +

Ar

AN

)−1

→ Ar =
f
m
,

Secondly, we use the fact that Newton’s acceleration AN have
no physical reality; on the right-hand side we replace it with
the real one, and the acceleration felt by the unfelt:

Ae f f

(
1 +

a
Ae f f

)−1

= AN → Ar = 0 . (143)

This expression is MOND simple interpolation function, one
of three possible [12]. We can also derive the same formula
from the harmonic system in a direct and elegant manner that
treat space and time on natural non-equal grounds: Ae f f de-
pends on the gradient of the effective Planck length, which
has two components, 1) its instantaneous gradient in space,
and 2) its variation in time. The former gives the classical
acceleration AN , which can be approximated by subtracting
the effect of the latter from the total. Then by adding the
inverses, we subtract from the effective gradient of resonance
length (total gradient with Ae f f ) its variation over time in pro-
portion of the gradient (a/Ae f f ) at the considered location to
get AN , i.e.

1
AN
=

1
Ae f f

(
1 +

a
Ae f f

)
→ Ar = 0 , (144)

which is identical to (143). We use again the same formula
for length addition, now applied to the variations of resolution
in space and in time. The evolution of a is immediate as it
depends on 1/T and decreases with time; this acceleration is
therefore a lot stronger in the early universe than at present
time, up to a→ ∞ when T → 0.

7.7 Comments

To begin this section, we applied the length addition formula
used for masses to the entire universe, simply our initial hy-
pothesis, to obtain a temporal resonance formula (106) based
on a logarithm which complies with the mass formulas. Then,
by extending the logic to charges, we found an exponential
(107); both are in the calculation of the µe mass (21) and in
the relation (67) between Xe and Xα, and only there, showing
a scaling effect.

On this basis we deduced the Hubble factor correction,
the four densities, the cosmological constant, the limit ac-
celeration and interpolation formula of MOND; we obtained
eight coherent quantities from the age of the universe alone,
which is not possible with the models and theories that use
them.

We remark that the expansion of space ae (109) and ener-
gies am (110) can be inverted, resulting in a logarithmic ex-
pansion of space and a linear expansion of energy (as we did
in section 7.5); the resulting model gives the same results pro-
vided that the unitary resonances of neutrinos and photons
have specific properties. We discussed the simplest scheme
where the dimension that we call time expands linearly in 4-
space.

8 Questions and extensions

8.1 Dimensions and resonances

The whole sequence hi seems to include a triple cycle, 4 to
4, 7 to 7, and 8 to 8. The dimensional coefficients from h8
to h11 rise from 4 to 7; the objects present for h13 are the 3D
and 5D sphere volumes, and for h14 two sphere surfaces in
6D and 3D. Then we apparently have a limit with 8D. Since
the super-coupling h16 can be decomposed into two, we also
assume that it is in 4+4=8D. Consequently, Dp and De are
dimensional couplings and the first sector range from 1 to 7
dimensions. Since particle resonances are radial or rotations,
a single 4D space is sufficient for resonances to build a 7 or
8D structure: We assume for the discussion that a 4D space
is native and, from the sequences hi and ci, that space-time is
built by the interplay of resonances. The first sector and the
particle resonances K are then explained by Table 7; the par-
ticle spectrum is defined by the dimension of each resonance.

• Sign = the resonance has an echo of same dimension.

• Sign + the dimensions add.

• Sign , distinct resonances in the two spaces.

We find the following concordances

• The larger the resonance dimension, the larger the mass
and the stronger the coupling strongest component.

• Tables 1 and 2 use the same K for the electron and
muon, simply the dimension of their resonances.
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Table 7: Resonances and dimensions.

- Particle Dim 4D ↔ 3+1D Tbl

h0 Mω 0/8 0/4 = 0/3+1 (43)
h1 ν 1 1 = 1 6
h2 e 2 1 + 1 1, 2
h2 q (P) 2 1 + 1 3
h3 µ 3 3 = 3 1, 2
h4 τ 4 4 , 3+1 1, 2
h5 q (N) 5 4 + 1 3
h6 g 6 3 + 3 -
h7 W, Z, H, γ 7 3 + 3+1 5

• The tauon is exceptional in that it admits two unequal
solutions, two distinct ways of oscillating in 3+1 and 4
dimensions.
• The rotational part N of quarks mix, this is clear for the

u and d, and not P the radial part, but P = 3 constant
pose no problem to mixing.
• We understand that the left-hand side of the relation

(14) giving the small k of the boson resonance, which
seems a bit strange in 3 dimensions, corresponds to
3+(3+1) dimensions with a resonance of a 6-sphere as
seen in 3; by introducing a factor k π in the denomina-
tor of the mass formula (11) the volume of the 6-sphere
becomes

π3r6 → π3(k r)6 → π2 (k r)6 , (145)

then taking the square root to return to 3 dimensions we
obtain the term on the left of (14)

π2(k r)6 → π (k r)3 , (146)

with r = 1 and π → π/144, since this part is circular.
And on the right-hand side, we calculate a radial im-
pact as the compression of a 1 dimension line by stress
or forces in 3 dimensions, i.e. with an inverse effect be-
tween forces and lengths:

π r3

k
→

(
π

k

)1/3
r , (147)

now with r = 266 Db. Since r is a wave number or
its inverse, we introduce it as the two sides of the reso-
nance and obtain (14).

Resonances organize well by counting only 1, 3 or 4 dimen-
sions, and all bosons use at least 3+3 dimensions. Logically,
the photon is in h7 and neutrinos in h1; leptonic resonances
from h1 to h4, and bosonic resonances from h5 to h7. Quarks
are supposed to mix; they take one component of each side
with P = 3 in h2 and one of the rotations of h5 for N.

The electrons and quarks K are given here by the dimen-
sion, provided that time counts for 2D in space-time:

• The electron resonance in h2 is in 2 dimensions of time.
• The muon h3, 3 dimensions of space.
• The tau h4, 4 dimensions in native space and K = 4 Ta-

ble 2, and 3+1 in space-time where time counts double
then K = 3 + 2 = 5 Table 1.
• Heavy quarks ring in 2 dimensions h2, and 5 dimen-

sions h5, but time must be accounted for only once then
subtract 5D from 2D to get K = 2 × (2 − 5) = −6.
• Light quarks ring in 2 dimensions h2, but N uses two

rotations and time may be accounted for differently,
then possibly:
- d remove one, 4D and K = 2 × (2 + (1 − 5)) = −4;
- u multiply by 2 for charge 2/3 versus 1/3 for the d.

8.2 Super-minimal super-strings?

In the universe mini-model the present feeds the past, which
means that downtime currents feed the strings, providing the
necessary “power” for both downtime and uptime currents.
There should be a dissymmetry in strength between up-time
and down-time in a ratio 1 to 2. Downtime currents twice
as strong as the uptime will give double charges; i.e. 2/3 and
1/3 and impact the resonance by a factor of 2 like in Table
3, the electron charge being the fusion of the two. The ex-
planation for the existence of 3 elementary electric charges is
very basic and can correspond to a quantitative law of trans-
formation. In the two series hi and ci resonances and cou-
plings appear separately, like in the mass formulas, and the
couplings do mirror resonances. Overall, three different man-
ners to observe the same mirror where 1/N P > K D for all
resonances where N P > 1 which can mean a form of super-
strings – except for Mω where the resonance can be seen in-
verted since D4

p < De/2662. Then we associate the apparent
electric charge of a particle with the direction of a current
independently of the resonance. On this basis we need four
rules to complete the elementary particles’ charges contents
which we denote with arrow and sign:

1. The signs correspond by convention to the current, the
measurable electric charge reverses for downtime cur-
rents (like electricity going backward in time).

2. Two currents of opposite charge can combine to form a
single string, or a (sub)string within a string.

3. Two currents of the same charge cannot.
4. Currents can make massive particles, then vertical ar-

rows propagating in time like a massive particle; or
mass-less, then propagating on the light cone, oblique
arrows (neutrinos and photons).

Table 8 shows all particle types regardless of their resonance.
The parentheses represent sub-strings association, and brack-
ets a particle contents.

The mass µe is the proper mass of [+ ↑,− ↓], which
can fall into the three electron resonances (h2, h3, h4), as can
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Table 8: Minimal scheme for currents symmetry.

Charge Particle Spin Currents

0 ν 1/2 [(− ↙ +↙) (− ↗ +↗)]
+1 µe/µα 1/2 [(+ ↑ − ↓)]
−2/3 u, c, t 1/2 [(+ ↓)]
+1/3 d, s, b 1/2 [(+ ↑)]
+1 W+ 1 [(+ ↑) (− ↓)]
0 Z0 1 [(− ↓ + ↓) (− ↑ + ↑)]
0 H0 0 or 2 [(− ↑) (+ ↓) (+ ↑) (− ↓)]
0 γ 1 [(− ↗ +↙) (− ↙ +↗)]

quarks with [± ↑] and [± ↓] and h5, and the four bosons with
h28. The distinctions between W±, H0 and Z0 are consistent
with the calculation of their masses and widths. The spins
agree with 1/2 for any inner string (the most inner parenthe-
sis for each scheme). In the end, there is only one type of
current, oriented only in charge and with respect to time; all
assemblies are symmetrical except for quarks, which are con-
fined. We’re missing the gluons, which should correspond to
eight separate horizontal arrows, with the ubiquitous quality
of also manifesting like a monopole. Now let us draw a few
examples of transmutations, to begin with d+ → u− + W+

[(+ ↑)]→ [(+ ↓)] + [(− ↓) (+ ↑)] . (148)

The d+ current is conserved and passes into the W+, what
remains (i.e. the (+ ↓) and (− ↓) not underlined) does not
exist as a particle; if this is a systematic rule it prohibits FCNC
because in the following case the remainder is also a Z0 which
is an existing particle, s+ → d+ + Z0

[(+ ↑)]→ [(+ ↑)] + [(− ↓ + ↓) (− ↑ + ↑)] . (149)

The muon case, µ− → W− + νµ:

[(− ↑ + ↓)]→ [(− ↑) (+ ↓)] + [(− ↙ +↙) (− ↗ +↗)] , (150)

next is its symmetric, W− + νe → e−:

[(− ↑) (+ ↓)] + [(− ↙ +↙) (− ↗ +↗)]→ [− ↑ + ↓] . (151)

This is because neutrino and anti-neutrino are identical. Two
up-time or down-time arrows for neutrinos and Z0 can also
be removed for the same results; the choice made here is that
every up-time current is associated with a downtime current,
and conversely – except for quarks, where currents have the
same sign and the association of particles/strings is made by
confinement.

The γ and Z0 cases are the simplest, as we obtain (for
example) the following two reversible cases. For e+ + e− →
Z0:

[(+ ↑ − ↓)] + [(− ↑ + ↓)]→ [(− ↓ + ↓) (− ↑ + ↑)] (152)

and for a photon, e+ + e− → γ:

[(+ ↑ − ↓)] + [(− ↑ + ↓)]→ [(− ↗ +↙) (− ↙ +↗)] . (153)

A minimal form of (super) symmetry is evident, where each
lepton charge (µe mass or neutrino) is associated with a bo-
son of same charge. Since we find 8 resonances for quarks
in h5 (49) and c3 (92), including twice two indistinguishable
masses for u and d, we’re all set with 8 gluons in h6. It is the
µe mass and h6, together with the separation of resonances
and couplings in the sequences hi and ci that makes this min-
imal scheme possible as the resonances (N, P) do not define
charges and spin, the couplings and inner currents do.

8.3 Transmutation and resonance

At the general level, the N = P = 19 − 7 of bosons includes
all circular resonances (7 and 19), enabling transmutations of
N or P of electrons and quarks; the product of their K = 266
includes all primary field resonances. In transmutations, this
allows exchanges of resonances by sums and products:

• by product, with the K = −2 of the W± for the N of
quarks within the second or third generation.
• for u and d quarks, by product with the K = −2 of the

W± for the K, and cross exchanges of 14 and 19 for N.
• by sum ±12 = 19 − 7 associated with a product ex-

change by the K = −2 of the W± between the second
and third generation of quarks.
• by mixed exchanges of the previous ones when the first

and another generation is involved.
• FCNC would imply a product exchange in N which is

not the K of a neutral boson.
• by sum or subtraction of the K = −7 of the Z0 for the

N and P of the electrons.
• The resonances of neutrinos (K) are an inverted echo

of the resonances N, P of the corresponding electron,
there is a form of conservation in these transmutations
to which the Z0 and the W± are neutral.
• All particles couple in N, P, sometimes separated, with

Di
p through its 137 and −19π2, which is the K = −19

of the H0, coupling in mass in the Standard Model.

Recall also that the total resonance widths of the three bosons
were calculated in section 2.4. Hence the resonances speak
directly of transmutations; the form of which obeys, and then
implements, some conservation of the resonances geometry.

8.4 And the strong force coupling?

According to Table 8, quarks should be the expression of the
most fundamental components of massive particles, and then
also the quark mass coupling Dq, which we compare to that
of electrons to get a ratio of lengths:

Dq

De
= 1 + α , (154)
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and specifically for the full coupling K D of the electron itself
compared to that of a heavy quark

−6 Dq

2 De
= −3 − 3α . (155)

Now recall that in Table 3 the charge ratio of 1/3 to 2/3 cor-
responds to a resonance ratio (N → 2 N for the second and
third generation, and K → 2 K for the d and u), hence we find
again the signature of a monopole with α, including the ratio
of charge 1 to 1/3. But according to h6 (50) and h16 (60), it is
the gluon that rings in 69.5 and it does “make” the coupling α
for the mass µe, and the ratio µα/µe. So, consider De the most
fundamental mass coupling and compare

De

α
= 0.1169 (156)

and, since 139 = ΣN, P + 2 includes the photon and neutrino
unitary resonances corresponds to the entire particles field:

139 De = 0.1186 , (157)

to the range of values of αS (M2
Z) reported in the literature

0.117 ≤ αS (M2
Z) ≤ 0.119 . (158)

8.5 Do photons have mass?

The current limit of the photon mass is mγ < 10−18 eV (PDG
2023). Now, from the calculation of neutrinos masses and
the identification of the photon resonance in h7, we can ask
whether the photon has mass. If so, we should be able to es-
timate its resonance; for this we apply an inversion similar to
neutrinos, which was De → 1/α, this time from the compo-
nents of DWZ and DH the coupling should be as a minimum

Dγ =
−1
D2

e
. (159)

The choice of K is not immediate; since N P = 1 for this res-
onance and not 144 we cannot make use of any phase coher-
ence constraint. The best we can provide is a possible lower
limit with K = ±266, since 266 is part of ΣK and not used in
any other particle resonance. We obtain

mγ ⩾
me

me − µe
×

Xe

π(1 ± 266 Dγ)3 ≈ 5.3×10−23 eV/c2 . (160)

Using K = −19 gives ≈ 1.5 × 10−19 eV/c2 a likely maximum
since using K = −7 the calculated mass exceeds the limit by a
factor of 3. In this logic the last candidate would be K = −133
giving ≈ 4.3 × 10−22 eV/c2.

8.6 SM symmetries and resonances?

The standard model of particle physics is based on U(1) ×
S U(2)×S U(3) with U(1)Y×S U(2)L → U(1)EM . With respect
to the three rotations in the primary field couplings formulas
of α, De and Dp which are respectively +1 π2, +7 π2, −19 π2,
we naively notice:

7 = 23 − 13 , (161)

and
19 = 33 − 23 . (162)

Simultaneously, except for the mass µe all resonances N, P
of the primary field use 1, 2, 3, 7, 19, and 12 = 19-7; and
the mass µe includes 2/7. Here we find a bijective correspon-
dence between the symmetries of the SM and the resonances
which states that 1 is an instance of U(1), 2 of S U(2) and 3
of S U(3). This is straightforward and needs no comment; but
what could it mean?

The mass formulas are based on a cube and represents
stress in the form P V = KB T where only P and T can vary
(except maybe for gravitation, which is of no importance here
as we only discuss particles). So, except for the electron the
resonance N, P systematically include a cube difference in a
cube! For the three bosons we get m ∼ 1443 = ((19 − 7)2)3

which is a power six of the difference of two cube differences.
It means a general mechanism by which symmetries resonate
individually and with each other. For electrons and quarks:
• A symmetry of order N will give N3 as say a number

of “resonance points” per unit volume.
• The symmetries of order N − 1 will remove (N − 1)3

from the order N resonance.
• And S U(3) includes instances of S U(2) which includes

instances of U(1).
It means that each and every “resonance point” is a unitary
resonance with unitary impact on the mass calculation.
• For the three electrons we only have 2 and 7 in the res-

onances meaning that S U(3) is absent at this level, and
may intervene only through the coupling of the mass
µe.
• for quarks, S U(3) is present giving 19 and 38; S U(3)

includes instances of S U(2), then 7 and 14, the u and d
include the four possible fractions using these numbers
where from Table 3 N = a/b > 1.
• For the three (massive) bosons we find the same struc-

ture, this time not with respect to the symmetries but to
the fermion field elementary resonances 2, 7, and 19,
giving 12 = 19 − 7 and 266 = 2 × 7 × 19.

Now for U(1) we should have 1 instead of 2; but with the
three electrons we have two symmetries in resonance with
each other. And we get the product N P = 1 for the pho-
ton and the neutrinos; hence, all along, it looks like we only
counted all combinations of possible unitary resonances given
by the SM symmetries; a logic that extends to transmutations.
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9 Conclusion

Based on a single hypothesis used to study the parameters of
the standard models of particle physics and cosmology, we
found a suite of formulas, coherent with each other, showing
how it holds from the mass of neutrinos to the energy param-
eters of cosmology – down to the last known decimal places;
and some ideas, new or otherwise, about the internal structure
of the system under study: A unique resonance where each
and every quantity we addressed is a dynamical substructure.

Each one of those appear to be part of a single physical
object, which expression is found in the Planck mass oscil-
lator, and where each formula speaks directly of the others
in various manners. Therefore, we have most probably dis-
cussed the shapes of an unknown or poorly understood level
of physical reality – some information hidden in the structures
of space-time and fundamental particles.

Hence, in conclusion, highlight that the expressions (106)
and (108), together with the suite hi and ci, seem to reveal
the nature of quantum mechanics as they fit the de Broglie-
Bohm [3] [2] and Cramer [9] interpretations – where 4-space,
space-time, and strings, are ringing as a whole, permanently
communicating between any two epochs down to the origin in
one Planck time. Of course energy cannot be transferred in-
stantly between any two points in space and time – of course;
but now energy, what is it made of?

Received on September 23, 2023
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A diproton is an unusual particle, made of only two protons, which are believed to
be unbound. In the core of a main sequence star such as the Sun, protons first com-
bine to form diprotons in order for the proton-proton chain nuclear fusion reactions to
occur. Exploring properties and activities of diprotons plays an important role in un-
derstanding the physics of stellar energy generation by nuclear fusion. In laboratories,
it has been shown experimentally that some proton-rich radioactive heavy nuclei such
as 45Fe and 67Kr can decay with emissions of diprotons and longer lifetimes in com-
parison with lighter nuclei. In this study, we investigate diproton decays of proton-rich
or neutron-rare radioactive heavy nuclei. We first quantum-mechanically analyze to
formulate the expressions for the transmission probability and lifetime of the diproton
decays. Then, we numerically calculate the transmission probabilities and lifetimes of
the diproton decays. The numerical results obtained for the diproton decays of the two
typical proton-rich radioactive heavy nuclei 45Fe and 67Kr are plotted as functions of
the energy of the emitted diproton and further compared with the measurements. It is
shown that the transmission probabilities rapidly increase with the energy of the emitted
diprotons, while the lifetimes for the diproton decays decrease with the energy of the
emitted diproton and can be consistent with the laboratory measurements.

1 Introduction

A diproton is the nucleus of a rare isotope of helium, 2He,
and consists of only two protons. It is extremely unstable and
believed to be in an unbound state with a negative binding
energy due to the spins of the two protons to be anti-aligned
according to the Pauli exclusive principle [1, 2]. A diproton
does not stably exist in nature but can be formed temporar-
ily in two ways (see Fig. 1): (1) combination of two separate
protons and (2) decay of proton-rich radioactive heavy nuclei.
Two separate protons, when they collide with enough energy
to tunnel through the Coulomb barrier between them, form
a diproton, 1H + 1H + Energy −→ 2He. This frequently oc-
curs in the core of the Sun or any star in the main sequence.
Approximately, there are about 1063 diprotons formed every
second in the core of the Sun. Most of them quickly separate
back to protons, 2He −→ 1H + 1H, and only a very small part
rarely get fused into deuterons via positron decays with emis-
sions of neutrinos, 2He −→ 2H + e+ + νe. The fusion rate of
the Sun should be about 1039 protons per second according to
its luminosity, which is about 1024 times lower than the rate
of diproton formation. In addition to the rareness of positron
decays and difficultness of Coulomb barrier penetrations or
quantum tunneling, plasma waves or oscillations may also
play a significant role in the reduction of the rate of fusion
in the core of the Sun [3, 4].

In laboratories, on the other hand, scientists have exper-
imentally discovered that some proton-rich (or neutron-rare)
heavy nuclei can emit diprotons [5, 6]. For instance, the pro-
ton-rich radioactive nuclei 15Ne, 45Fe and 67Kr can decay into

Fig. 1: Two ways of diproton formation: either formed from combi-
nation of two separate protons or emitted from decay of proton-rich
radioactive heavy nuclei such as 15Ne, 45Fe, 67Kr, and so on. The
right panel shows a schematic diagram for a 45Fe nucleus to decay
into 43Cr after it emits a diproton 2He.

13O, 43Cr, and 65Se, respectively, after emitting a diproton
[7–9]. The emission of a diproton from a proton-rich heavy
nucleus is usually called diproton decay. The diproton decay
is a rare decay mode found in a few nuclei beyond the proton
drip line [10]. It is found, on the basis of the shell-model
mass extrapolation, that 45Fe nuclei are unbound and emit
diprotons in the decay. The half-life of 45Fe calculated using
an R-matrix formula for the contribution due to the diproton
decay agrees with the experimental values [8]. The dipro-
ton tunneling half-life decreases with the decay energy. First

178 Tianxi Zhang & Cornelius Salonis. Gamow Theory for Diproton Decays of Proton-Rich Heavy Nuclei 45Fe and 67Kr



Issue 2 (December) PROGRESS IN PHYSICS Volume 19 (2023)

observations of diproton decays from 45Fe showed the half-
life to be about 3.8 ms and the energy about 1.15 MeV [5, 6].
Fig. 2 shows the observations of diproton decay of 45Fe and
its half-life [6, 11]. Observations also show that the unbound
proton-rich nucleus 15Ne directly decays to 13O with a simul-
taneous diproton emission [7]. The diproton decay of 67Kr is
measured to be unexpectedly fast [9].

Recently, the first author of this paper has theoretically
modeled and numerically studied the transmission and pro-
ton decay of unbound diprotons, transmission and positron
decay of protons, and transmission and diproton decay of
unbound proton-rich heavy nucleus 15Ne in accordance with
the Gamow theory for the quantum tunneling and radioactive
decays [14]. It was shown that an unbound diproton is ex-
tremely unstable and quickly decays through two types of de-
cay modes with lifetime to be extremely short down to about
10−21 seconds. A diproton mostly undergoes a proton decay
to be two separate protons with a transmission probability
higher that 99.99%, and rarely undergoes a β+ decay to form
a deuteron with a transmission probability lower than 0.01%.
The transmission probability for the diproton decay of 15Ne
increases with the energy.

In this paper, we quantum-mechanically study the trans-
mission probability and lifetime for the diproton decays of
proton-rich radioactive nuclei according to the Gamow the-
ory that describes and models the quantum tunneling of the
Coulomb barrier between the emitted diproton and the left-
over nucleus. We obtain that the transmission probability and
lifetime of unbound proton-rich heavy nuclei depend on the
energy of the emitted or decayed diprotons. In general, the
probability increases with the energy, while the lifetime de-
creases with the energy. With a certain probability, the heav-
ier the nucleus is, the greater the energy of the emitted dipro-
ton is. For 45Fe nuclei, the lifetime of the diproton decay
with energy about 1.1-1.2 MeV, obtained from this study, is
about some milliseconds, which is consistent with the mea-
surements [8].

2 Quantum theory for diproton decay of heavy nuclei

In 1928, on the basis of quantum mechanics, George Gamow
proposed a theory for the α-decay of radioactive heavy nu-
clei [15]. In this study, we apply the Gamow theory to de-
scribe and explain the diproton decay of proton-rich radioac-
tive heavy nuclei. An α particle is a helium nucleus, 4He,
while a diproton is an isotope of helium, 2He. Both are elec-
trically charged by 2e, where e is the electric charge of proton.
The Gamow theory that was developed for the α-decay of ra-
dioactive nuclei should be applicable to the diproton decay
of radioactive nuclei. During the diproton decay of a proton-
rich radioactive heavy nucleus, a diproton is electrically re-
pelled by and further escapes from the leftover nucleus. In
the Gamow theory, the potential energy function is approxi-
mately modeled by a finite potential square well to represent

Fig. 2: The energy and time distribution of decay events from 45Fe,
measured in experiments by GANIL [12] and GSI [13]. The events
represented by black lines corresponding to the diproton decays,
while other high frequency events represented by green lines rep-
resented the β−decays.

the attractive nuclear force and joined with a Coulomb repul-
sive potential tail [14, 16],

V(r) =


−V0 , if 0 < r < r1

1
4πε0

Z1Z2e2

r
, if r1 ≤ r < ∞

. (1)

Here Z1 and Z2 are atomic numbers or charge states of the
emitted particle and leftover nucleus; ε0 is the electric per-
mittivity constant in free space; and V0 is the depth of the
potential square well. Fig. 3 is a schematic diagram for the
potential energy V(r) given by (1) as a function of the radial
distance r in all the classical and quantum regions. The width
of the potential square well, denoted by r1, can be determined
as the radius of the nucleus, given by a constant times the
cubic root of the mass number of the nucleus as

r1 = r0 A1/3 (2)

where A is the mass number of the nucleus and the constant
is r0 = 1.2 × 10−15 m. The depth of the potential square well,
V0, is much greater than the maximum height of the Coulomb
barrier, Uc, given by

Uc =
Z1Z2e2

4πε0r1
� V0 . (3)

The outer turning point (i.e. at r = r2) can be determined,
in terms of the energy E of the emitted α particle to be equal
to the potential energy at r2, by

r2 =
Z1Z2e2

4πε0E
. (4)

In this central force problem with potential V(r) given by
(1) or shown in Fig. 3, the radial Schrödinger equation of the
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Fig. 3: The Gamow model for the potential energy of an electrically
charged particle to be emitted from a radioactive nucleus. It consists
of the potential energy square well for the attractive nuclear force
and the Coulomb potential energy tail for the repulsive electric force
between the emitted particle and the leftover nucleus of the decay.

particle wave is [14, 16],

d2u(r)
dr2 =

2µ
~2 [V(r) − E]u(r) +

l(l + 1)
r2 u(r) , (5)

where u(r) is the radial wave function, µ = m1m2/(m1 + m2)
is the reduced mass with m1 the mass of the emitted parti-
cle and m2 the mass of the leftover nucleus. The integer l is
the quantum number for the magnitude of angular momen-
tum and h = 2π~ is the Planck constant. A two-body system
with a central force or potential can be generally described as
a system of one body with the reduced mass.

According to the WKB approximation of quantum me-
chanics, we can approximately solve the radial Schrödinger
equation and find the radial wave functions to be

u(r) =
C√
|p(r)|

exp
[
±

1
~

∫
|p(r′)|dr′

]
, (6)

where the parameter p(r) is defined by

p(r) =
√

2µ [V(r) − E] . (7)

Here, it should be pointed out that the general solution of
the radial Schrödinger equation should be the combination
of these two corresponding to the plus sign and minus sign.
We have also neglected the effect of angular motion and con-
sidered the case of l = 0.

Then, from the solved wave function, the transmission (or
tunneling) probability for the electrically charged particle to
tunnel through the Coulomb barrier is obtained as [14, 16]

T = e−2γ , (8)

where the parameter γ is determined by

γ =
1
~

∫ r2

r1

dr
√

2µ [V(r) − E]

=

√
2µE
~

[
r2

(
π

2
− arcsin

√
r1

r2

)
−

√
r1(r2 − r1)

]
. (9)

And the lifetime of the parent nucleus or decay is given by

τ =
2r1

v
e2γ , (10)

where v =
√

2E/m1 is simply chosen to be the speed of the
emitted (or α) particle. It should be noted that, although be-
ing proposed for explaining the α-decay of radioactive nuclei,
the Gamow model is applicable in general for the decay or
emission of any type of charged particles from a radioactive
nucleus such as the β+ decay from a proton, and emission of
a proton or a diproton from a proton-rich radioactive heavy
nucleus (e.g. diproton decays of 15Ne, 45Fe, 67Kr, and so on).

3 Probability and lifetime of diproton decay

A heavy nucleus with the elemental formula A
ZX, if it is pro-

ton-rich (or A < 2Z), may be radioactive and decay. If the
emitted particle of the decay is a diproton, we call the dipro-
ton decay. Here X is the elemental symbol of the nucleus,
usually called the parent nucleus, Z is the atomic number of
the parent nucleus, and A is the mass number of the parent
nucleus. In this diproton decay, we have Z1 = 2, Z2 = Z − 2,
m1 = 2mp, m2 = (A − 2) mp, and µ = (m1 × m2)/(m1 + m2),
where mp = 1.67 × 10−27 kg is the proton mass. We have ap-
proximately considered both proton and neutron having about
the same mass. The width of the potential square well or the
radius of the parent nucleus, r1, can be estimated from (2)
and the outer turning point, r2, can be calculated from (4).
With the values of these parameters and given a nucleus’ Z
and A, we can calculate, from (8) to (10), the transmission
probability and lifetime of the diproton decay. For the typical
proton-rich radioactive heavy nuclei 45Fe and 67Kr, we have
plotted the results obtained from calculations of the transmis-
sion probability and lifetimes of the diproton decay.

For the diproton decay of 45Fe, the leftover nucleus is
43Cr. In this case, we have Z = 26, A = 45, Z1 = 2, Z2 = 24,
m1 = 2mp, m2 = 43mp, µ = 1.91mp, The width of the poten-
tial square well or the radius of 45Fe nucleus can be obtained
from (2) as r1 ' 4.27 × 10−15 m. With the values of these
parameters and (8) to (10), we can plot, in Fig. 4, the trans-
mission probability for the diproton decay from a radioactive
nucleus 45Fe (red line) and the lifetime of the nucleus 45Fe
via this diproton decay mode (blue line) as a function of the
energy of the diproton. It is seen that the transmission prob-
ability increases with the energy. In the energy range from
1 MeV to 5 MeV, the transmission probability of the diproton
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Fig. 4: Diproton decay transmission probability and lifetime of 45Fe
nucleus. The red line plots the transmission probability of emitting
a diproton from the radioactive nucleus 45Fe in the potential energy
well to tunnel through the Coulomb barrier as a function of the en-
ergy of the diproton. The blue line plots the lifetime of the diproton
decay.

Fig. 5: Diproton decay transmission probability and lifetime of 67Kr
nucleus. The red line plots the transmission probability of emitting
a diproton from the radioactive nucleus 67Kr in the potential energy
well to tunnel through the Coulomb barrier as a function of the en-
ergy of the diproton. The blue line plots the lifetime of diproton
decay.

decay increases from 10−20 to 10−4, while the lifetime de-
creases from 10−3 s to 10−17 s. It is consistent with the mea-
surement at energy 1.15 MeV with the lifetime of diproton
decay from 45Fe to be of order 10−3 s [8].

For the diproton decay of 67Kr, the leftover nucleus is
65Se. In this case, we have Z = 36, A = 67, Z1 = 2, Z2 = 34,
m1 = 2mp, m2 = 65mp, µ = 1.94mp. The width of the poten-
tial square well or the radius of 67Kr nucleus can be obtained
from (2) as r1 ' 4.87 × 10−15 m. With the values of these

parameters and (8) to (10), we can plot, in Fig. 5, the trans-
mission probability for the diproton decay from a radioactive
nucleus 67Kr (red line) and the lifetime of the nucleus 67Kr
via this diproton decay mode (blue line) as a function of the
energy of the diproton. It is seen that the transmission prob-
ability increases with the energy. In the energy range from
2 MeV to 10 MeV, the transmission probability of the dipro-
ton decay increases from 10−20 to 10−3, while the lifetime
decreases from 10−4 s to 10−19 s.

4 Discussions and conclusions

The fact or observations that diprotons are emitted from the
decays of proton-rich radioactive nuclei implies that dipro-
tons might have bound states with a positive binding energy.
Even if a diproton is only weakly bound with an extremely
small but positive biding energy, e.g. 0.384 MeV [17], a star
such as the Sun would fuse its protons to deuterons at a rate
many orders faster (i.e.� 1039 protons/s) so that the star be-
comes much brighter in luminosity (i.e.� 1026 W). This will
result in a universe to fail the life support [18,19]. This dipro-
ton disaster can be overcome by plasma oscillations or waves,
which have been shown recently by the first author of this
paper to be extremely efficient in inhibiting the nuclear reac-
tion [3, 4], to have the observed luminosity without need to
adjust the stars’ central temperature, density, and initial num-
ber of deuterons. We will study in more details the transmis-
sion probability of bound diprotons for the fusion reaction in
future.

As a consequence of this study, we have investigated di-
proton decays of two typical proton-rich (or neutron-rare) ra-
dioactive heavy nuclei 45Fe and 67Kr. First, we have ap-
plied the Gamow theory for the α-decay of radioactive heavy
nuclei to quantum-mechanically model the diproton decay
of proton-rich radioactive heavy nuclei. We have derived
expressions for the transmission probability and lifetime of
diproton decay. Then, for the two typical proton-rich radioac-
tive nuclei, we have numerically calculated the transmission
probabilities and lifetimes of the diproton decays. We have
found that the transmission probabilities rapidly increase with
the energy of the emitted diprotons, and the lifetimes for the
diproton decay decrease with the energy of the emitted par-
ticle. And finally, we have compared our obtained results
with laboratory measurements. At the energy of 1.15 MeV,
the lifetime for the diproton decay of 45Fe is observed to be
about the order of milliseconds, which is consistent with the
results of Gamow modeling obtained from this study.
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Surprising Results from Experiments of a Longitudinally Separated Slit

Xianming Meng

Research School of Physics, Australian National University, Canberra, ACT 2601. E-mail: xianming.meng@anu.edu.au

For the first time, the paper reports the experimental results of a longitudinal separated
single slit. The asymmetric diffraction pattern in the experiments cannot be explained
by either the wave theory of light or quantum electrodynamics, and thus calls for a
theoretical breakthrough. The paper also upgrades the slit diffraction formula to include
the longitudinal separation distance and the formula fits the experimental data well.
However, the absolute value of the fitted parameter differs for the left and right fringe
patterns and for different experimental setting, suggesting potential role of factors other
than slit width, light frequency, and longitudinal separation.

1 Introduction

The studies on light diffraction and interference have a long
history and have dramatic impact on our understanding of the
nature of light. The effect of light diffraction were carefully
observed by Francesco Grimaldi before 1660 [1]. Christiaan
Huygens studied diffraction phenomenon in great details and
established his wave theory of light [2] which, however, was
suppressed by Newton’s corpuscles theory of light [3]. The
famous double-slit experiment of Thomas Young [4] reinvig-
orated Huygens’ theory and Fresnel [5, 6] did further exper-
imental studies and landed support for the wave theory of
light. Later, the wave theory was again challenged by Ein-
stein [7], who showed the particle nature of light. Eventually,
Bohr [8] and de Broglie [9] suggested the wave-particle du-
ality for light and for mass particles. With the ascendance
of quantum mechanics, Feynman [10] invented the path inte-
gral method which was applied to study the quantum nature
of light diffraction and interference. Now the quantum theory
is used to explain not only the diffraction and interference of
light but also of massive particles such as electrons, photo-
electrons, neutrons, atoms and molecules [11–22].

It seems that the experiments of light diffraction from slits
have examined all possible factors such as slit widths, light
frequencies, slit shapes, and the number of slits, but all exper-
iments so far have adhered strictly to the traditional definition
of a slit: the closely placed barriers to restrict the passage of
light or particles. This paper reports on an innovative single
slit experiment that breaks the definition of slit. In the exper-
iment, the barriers of a traditional slit are broken into two to
form two half slits which can be placed at different positions
along the light propagation direction.

2 Predictions from existing theories

Before we proceed to the experiments, we briefly discuss the
expected experimental results based on the currently main
theories related to light diffraction: the wave theory of light
and the quantum electrodynamics. The diffraction patterns
predicted by the wave theory of light is illustrated in Fig. 1.

When a laser beam hits the half-slit A, the wave theory

Fig. 1: Wave explanation of light diffraction from a longitudinally
separated slit.

suggests that the diffraction occurs because the light at A acts
as a point source of light waves illustrated by the spherical red
dashed curves (the diffraction angle is exaggerated for clearer
illustration). Similarly, the light at half slit B acts as a point
source of light waves shown as the solid black curves. Since
the light waves from both A and B interfere with each other,
the interference pattern will form at the observer plane MN.
Due to the nature of spherical wave propagation, the inter-
ference pattern on the observing plane should be symmetric,
i.e. OM=ON, a result similar to the normal single slit inter-
ference pattern.

In the above discussion considering only two wave sour-
ces at point A and B, it may be argued that this is an oversim-
plification because Huygens’ principle indicates that light at
any point between A and B can act as a source of light waves.
With the aid of Fig. 2, we can show that using n wave sources
give the same result.

In a traditional way we use the n coherent oscillators to
indicate n wave sources. In a traditional slit A0B, n oscillators
are evenly positioned on the dashed line between A0 and B.
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Fig. 2: Wavelets explanation of light diffraction from a longitudi-
nally separated slit.

A textbook derivation (e.g. [23]) gives the following intensity
of the diffraction pattern at the observer plane:

I = I0
sin2(Nδ/2)
sin2(δ/2)

(1)

where I and I0 are light intensity at the observer plane and at
the source respectively; δ = kd sin θ is the phase difference
of neighbouring coherent oscillators, k the wave vector, and θ
the diffraction angle; d sin θ is the length difference of neigh-
bouring propagation paths, as shown as BC in Fig. 2. The
principal maxima of the fringes occur at δ = kd sin θ = 2mπ,
where m = 0,±1,±2, . . . . This gives the diffraction formula:

d sin θ = mλ . (2)

In the case of longitudinally separated slit AB, the n wave
sources should be equally positioned between A and B. As
shown in Fig. 2, the phase difference of neighbouring coher-
ent oscillators δ should be calculated as δ′ = kd′ sin θ′, with
d′ =

√
x2 + d2. We can also add a fixed initial phase dif-

ference φ between neighbouring oscillators and upgrade δ′ to
δ′ = kd′ sin θ′ + φ. One may worry about applying to the
current case the wave amplitude approximation used in the
traditional derivation. As the longitudinal separation between
A and B is much smaller than their distance to the observer
plane, the longitudinal separation hardly affects the light in-
tensity at the observer plane and the approximation condition
for deriving the diffraction pattern holds.

For the setting shown in Fig. 2, half-slit A is at the left of
half-slit B, we have ∆L < 0, γ < 0, and θ′ < 0, so we can
relate the diffraction angle θ to θ′ by:

θ = −(γ − θ′) = arctan(∆L/D) + θ′ . (3)

As such, the traditional derivation should give the same
formula as (1). The only difference is that we need replace
δ with δ′. Consequently, the diffraction formula for the lon-
gitudinal separated slit should be: kd′ sin θ′ + φ = 2mπ, or

d′ sin θ′ = (m − φ/2π)λ. Solving for θ′ and substituting into
(3), we have:

θ = −(γ−θ′) = arctan(∆L/D)+arcsin[(m−φ/2π)λ/d′] . (4)

From this formula, it is apparent that the width of fringes
indicated by θ is different from that in (2), but the fringe width
should be almost equally spaced just as in the case of normal
single slit.

The wave-theory explanation of knife-edge diffraction is
also relevant here but it is unable to predict the pattern diffrac-
tion from a longitudinally separated slit. Based on Fresnel’s
integrals and Kirchoff’s scalar diffraction theory, Sommerfeld
[24, 25] provided a rigorous solution to knife edge diffrac-
tion pattern, which explained the fringe pattern of diffrac-
tion on the unrestricted side of a knife edge and the decay
of the diffracted light intensity (with no fringe) in the shadow
area. While the energy losses in the shadow areas due to sin-
gle and multiple knife-edge diffraction are intensively studied
and modelled, so far there is no study on the diffraction pat-
tern from knife edges that are placed on opposite sides. An
apparent reason is that the diffraction pattern in Summerfeld’s
solution is hard to be generalized to oppositely placed knife
edges.

The explanation from quantum electrodynamics (QED)
also gives rise to a symmetric diffraction pattern for longi-
tudinally separated slits. In the view of QED, the single-slit
diffraction pattern results from the momentum distribution of
the diffracted particles, and the probability of the momen-
tum distribution can be calculated by the square of ampli-
tudes of momentum-space wavefunction [26–29]. When a
photon passes through a slit, the real-space wavefunction of
the photon is constrained by the slit width. A Fourier trans-
formation of the constrained real-space wavefunction into the
momentum-space wavefunction gives the probability ampli-
tude and thus the diffraction pattern.

The real-space wave function can be expressed as [28]:

Ψ(y, w) =

 1/
√
w , for − w/2 ≤ y ≤ w/2

0 , otherwise


where w is the transverse width of the slit, y the transverse
distance from the centre of the slit.

A Fourier transform of this wave function into the mo-
mentum space gives the following momentum wave function:

Φ(py, w) =

∫ w/2

−w/2

1
√

2π~
exp

(
−

ipyy
~

) 1
√
w

dy

=

√
2~
πw

sin pyw
2~

py
.

The diffraction pattern is given by the square of the ampli-
tude of the momentum wave function |Φ(py, w)|2. Apparently,
the fringe minimals occur at pyw

2~ = ±nπ. This gives a sym-
metric pattern for both sides of the central maximum. It has
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Fig. 3: Experimental setup.

been showed that Feynman’s path integral method also gives
the same results [26, 30, 31].

Since our longitudinally separated slit maintains the same
transverse slit width w, the constraint on the real-space wave-
function (as well as on Feynman path integral) is unchanged,
so the wave function in both real and momentum space should
be the same as those for a traditional single slit. Conse-
quently, a QED explanation should also give a symmetric
diffraction pattern as in the case of normal single slit experi-
ments.

3 Experimental setup and results

To test the prediction from both the wave theory of light and
QED, an experiment of a longitudinal movable slit is design-
ed. The simple experimental setup is shown in Fig. 3.

The laser source S is a common red laser pointer of wave-
length of 532 ± 10 nm. The razor blade R is movable trans-
versely so as to change slit width while the blade L can move
along the longitudinal optical rail to change longitudinal sep-
aration. Since the transverse width of the slit (i.e. the trans-
verse distance between two blades) is small and crucial to the
interference pattern, it is important that this width has mini-
mum variation when the blade L is moving along the rail. As
such, it is important to align the laser beam to be parallel to
the longitudinal optical rail. This is achieved by centering the
laser beam on the centre of the adjustable iris when moving
it along the rail. To be sure that the laser beam is parallel to
the longitudinal when the laser source moves along a trans-
versely placed optical rail, a reflection mirror is employed to
confirm the overlapping of the retro-reflected light with inci-
dent light. The mirror is removed during the fringe pattern
measurement. By putting the two blades in the same plane
to form a normal single slit and measuring the total length of
two blades, the transverse width of the slit is measured indi-
rectly by subtracting the length of each blade from the length
of two blades at the normal single slit position.

The typical experimental results are shown in Table 1.
Scenario 3 shows the case of zero longitudinal separation,
i.e. the normal single slit case. The fringe pattern is, as ex-
pected, symmetric. However, the fringe patterns in other sce-

Table 1: Selected experiment measurement.

narios are not expected. In scenarios 1 and 2 where the blade
L on the left side is closer to the light source (and thus farther
away from the observer plane), the left side of fringe patterns
have smaller width while the right side of the fringe patterns
have much larger width. The larger longitude separation is,
the greater difference in fringe widths of both sides are. In
scenarios 4 and 5, where the blade L on the left side is closer
to the observing plane, it is the opposite story – the left-hand
side of fringes have larger widths. Qualitatively, this experi-
mental result is not consistent with the Huygens-Fresnel prin-
ciple or the prediction of QED.

One may argue that the pattern may be related to the Fres-
nel diffraction of the single blade or due to possible changes
in the transverse width of the slit as it moves along the rail.
Regarding the first argument, we display a diffraction pattern
caused by the edge of one blade in the last row of Table 1. The
diffraction from one blade does agree with knife-edge diffrac-
tion theory – there is no fringes in the shadow area but fringes
appear on the other side. However, the fringe width is very
small and can be observed directly, but cannot be observed
from the photo due to resolution limitation. As explained ear-
lier, how this fringe pattern affects the fringes after the sec-
ond blade is still a mystery. For the second argument, we
admit that there is a nonzero possibility of a change in trans-
verse width of the slit, but this would affect equally the fringe
width of both sides, and thus its impact should also be sym-
metric. As a result, these factors can be ruled out as the cause
of asymmetric fringe pattern.

Asymmetric diffraction patterns are not rare phenomena,
but all asymmetric patterns must have contributing factors
and mechanisms. The light diffraction patterns in our daily
life are often asymmetric or even have weird shapes, e.g. the
diffraction pattern from a spider web, skin hairs, spilt oil sur-
face. These kinds of uncontrolled natural experiments have
many contributing factors which are hard to disentangle. The
asymmetry in the diffraction pattern of a grating can rise due
to periodic errors [32]. The Bragg diffraction on thick grating
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involves multi-wave interference [33]. Asymmetric diffrac-
tion in a periodic potential can be generated by phase gradi-
ents and randomness [34,35]. In the present paper, the asym-
metric pattern is clearly caused by longitudinal separation,
but how the longitudinal distance affects the fringe pattern is
still a mystery.

In order to examine the relationship between the longitu-
dinal distance and the fringe pattern, the left and right fringe
widths are measured for a given longitudinal position of blade
L. The measurement of fringe width is limited by the 1 mm
accuracy of the ruler. However, this accuracy can be im-
proved by further measuring the width of the magnified im-
ages. For the case of multiple fringe spots on one side, the
measurement accuracy can be improved by measuring the
average width of many spots. The measurement of longitu-
dinal distance is also limited by the 1 mm accuracy of the
optical rail, but this limit can be offset partially by the large
distance between the observer plane and the fixed half-slit.
This distance is L=1600 mm in our experiment. The mea-
sured transverse width of the slit is D=0.26 mm for theabove
results, which is consistent with the calibration based on the
diffraction formula together with the measured fringe width
and known wavelength. To reduce the chance of possible
change in transverse width of slit when longitudinal distance
changes, the laser beam is aligned carefully and the position
of the left half-slit is locked properly after each movement.

4 An empirical formula explaining experimental results

Our target is to develop an empirical formula for fringe width
for the longitudinally separated slit. Since the experiments
show that both longitudinal distance and transverse width af-
fect fringe width, we assume that longitudinal separation ∆L
has a similar role to the transverse width D, so we can modify
the formula for normal slits slightly for our longitudinally-
separated slit:

sin θ =
λ

D + A ∆L
(5)

where sin θ indicates fringe width, λ the wavelength of light,
D the transverse width of the slit, ∆L the longitudinal separa-
tion. A is the parameter to be calibrated.

Because D � λ in our experiments, the diffraction angle
θ is very small, so we can use an approximation sin θ ≈ ∆y/L
for the above diffraction formula, where L is the distance be-
tween the observer plane and the fixed half-slit, and ∆y the
fringe width. A brief inspection reveals that the formula can
produce results that qualitatively agree with experiment re-
sults. Namely, when ∆L < 0, i.e. the left half-slit is farther
away from the observer plane, the formula with a positive
parameter A will produce a larger width for the right fringe.
Conversely, when ∆L > 0, the left half-slit is closer to the
observer plane, the formula with a positive parameter A pro-
duces a smaller width for the right fringe. For left fringes, the
formula should also work well if parameter A takes a negative
value.

Fig. 4: Fitting of experimental data with the proposed formula.

However, experimenting with different transverse width
of slit shows that the impact of ∆L on ∆y is very sensitive
to this width. A smaller transverse width D′ (with λ and L
unchanged) corresponds to a significantly larger ∆y′ and dra-
matically smaller ∆L′, suggesting that the impact of ∆L on ∆y
is inversely constrained by width D. Considering this as well
as the approximation for a small θ, we upgrade the formula
to:

∆y =
Lλ

D + A ∆L/D
. (6)

Next, we confront this formula with data. With experi-
mental measurements of D, L, ∆L and ∆y, as well as known
λ, we can fit the data with the above formula. The fitting
results are shown in Fig. 4.

The red dash curves are the automatic fitting based on the
least squares method. Overall, this fitting is pretty good, and
the fitted parameter A has the expected sign: negative value
for the left fringes and positive value for right fringes. How-
ever, the absolute values of the two fitted parameters differ

186 Xianming Meng. Experiments of a Longitudinally Separated Slit



Issue 2 (December) PROGRESS IN PHYSICS Volume 19 (2023)

considerably by about 2.5 times.
The automatic fitting fits the data especially well for the

parts of high fringe width. However, the measurement for
high fringe width is relatively less reliable for two reasons.
One is that only one or very few fringes are visible so the
method of reducing measurement error by averaging a num-
ber of fringe widths is not applicable. The other reason is
that the sizes of the first and the last fringes differ consider-
ably in some cases (see rows 4 and 5 in Table 1). Consider-
ing these factors, we can improve the fitting by giving more
weights to smaller fringe widths, which are obtained by aver-
aging a number of fringes at a given longitudinal separation.
The weighted fittings are shown in green solid curves, which
fit much better the data at small widths.

The parameter values of weighed fitting for the left and
right fringes are closer compared with the auto fitted val-
ues. Although the absolute parameter values for left and right
fringes data are of the same magnitude, they still differ by
50 percent. Since the fitting for both left and right fringes is
based on the same value of L, D, ∆L, λ, the significant dif-
ference in fitted parameter values for both sides suggest that
some other factors may also affect fringe width.

5 Conclusion

Performing the same experiments with slits of different trans-
verse widths and with light of different wavelengths, we find
that the experiment data fit well with the proposed formula.
However, the fitted parameter values are quite different, sug-
gesting other factors may play a significant role. Future ex-
periments may find missing variables and fit a constant pa-
rameter for experiments of all settings.

Received on December 11, 2023
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The failure to fulfill Lorentz’s condition leads to the emergence of a new scalar field,
which in turn should have the meaning of a new physical field. In this study, we prove
that the appearance of the scalar field in the theory of the Elastodynamics of the Space-
Time Continuum can more clearly explain the emergence of rest-mass and the expres-
sion of elementary particles through symmetric and anti-symmetric electromagnetic
tensors. The use of the scalar field in the previous theory requires a redefinition of
both the Lorentz force and the electrodynamic power, and then a rewrite of the electro-
magnetic stress tensor.

1 Introduction

In modern physics, we can ask the question what is the ori-
gin of mass? Einstein’s famous equation E = mc2 of spe-
cial relativity theory can be written in an alternative form as
m = E/c2. When expressed in this form, it suggests the pos-
sibility of explaining mass in terms of energy. Einstein was
aware of this possibility from the beginning. Indeed, his orig-
inal 1905 paper was titled, “Does the Inertia of a Body De-
pend on Its Energy Content?”. Anyway, when a collision be-
tween a high-energy electron and a high-energy positron oc-
curs, we often observe that many particles emerge from this
event. The total mass of these particles can be thousands of
times the mass of the original electron and positron. Thus,
mass has been physically created from energy. So energy and
mass are equivalent, but the question remains: how is energy
transformed into rest-mass?

Using the theory of the Elastodynamics of the Spacetime
Continuum [9, 16] (which is a result of applying mechan-
ical continuum laws (elastic continuum) to the space-time
continuum), it can be shown that rest-mass energy density
arises from the volume dilatation deformation of the space-
time continuum, while distortion deformations correspond to
massless shear transverse waves. Applying the previous the-
ory to the electromagnetic waves, we find that there is no vol-
ume dilatation, which means that the rest-mass density of the
photon is equal to zero. But with the existence of the scalar
field Ψ (which requires a generalization of the Maxwell-Hea-
viside equations), it can be proven that rest-mass is no longer
equal to zero.

2 Materials and methods

2.1 Generalize the Lorentz force and the electrodynam-
ics power

The basic laws of classical electrodynamics can be summa-
rized in differential form (Maxwell/Heaviside equations) by

these four equations [1, see pp. 24]:

∇⃗ · E⃗ =
ρe

ε0
(1)

∇⃗ × B⃗ − ε0µ0
∂E⃗
∂t
= µ0J (2)

∇⃗ × E⃗ +
∂B⃗
∂t
=
−→
0 (3)

∇⃗ · B⃗ = 0 . (4)

Let A⃗ and φ be, respectively, the vector and scalar poten-
tials of the classical electromagnetic field; they can be con-
nected via different relations, called gauges or gauge condi-
tions/relations, since they contain some arbitrariness. An im-
portant example of this is the Lorentz gauge [2]:

ε0µ0
∂φ

∂t
+ ∇⃗ · A⃗ = 0 . (5)

We will now assume that equality in (5) is not satisfied; that
is, in addition to the presence of the electric and magnetic
fields, there is a scalar field Ψ [3]:

ε0µ0
∂φ

∂t
+ ∇⃗ · A⃗ = 0

B⃗ = ∇⃗ × A⃗

Ψ = ε0µ0
∂φ

∂t
+ ∇⃗ · A⃗ . (6)

In order to introduce the scalar field into electromagnetic
theory, Either new terms must be introduced into the Lagran-
gian of the electromagnetic field [4], which guarantees the ex-
pression of longitudinal waves in the equations of field mo-
tion. Or by introducing the invariant scalar field (our case)
into Maxwell’s equations, which provide a description of the
longitudinal waves [5]. By adding derivatives of the field Ψ
to Maxwell/Heaviside equations, we get the following [4–7]:

∂B⃗
∂t
+ ∇⃗ × E⃗ = 0
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∇⃗ × B⃗ − ε0µ0
∂E⃗
∂t
− ∇⃗ · Ψ = µ0 J⃗

∇⃗ · B⃗ = 0

∇⃗ · E⃗ +
∂Ψ

∂t
=
ρe

ε0
. (7)

Using (6)–(7), we can obtain the inhomogeneous potential
wave equations (automatically) for both scalar and vector po-
tentials without an extra gauge condition:

ε0µ0
∂2φ

∂t2 − ∇
2φ =

ρe

ε0
. (8)

ε0µ0
∂2A⃗
∂t2 − ∇

2A⃗ = µ0 J⃗ . (9)

From (7), we can make sure that the electric field, the mag-
netic field, and the scalar field all satisfy the following inho-
mogeneous field wave equations:

ε0µ0
∂2E⃗
∂t2 − ∇

2E⃗ = µ0

−∇ ρe

ε0
−
∂J⃗
∂t

 (10)

ε0µ0
∂2B⃗
∂t2 − ∇

2B⃗ = µ0∇⃗ × J⃗ (11)

ε0µ0
∂2Ψ

∂t2 − ∇
2Ψ = µ0

(
∇⃗ · J⃗ +

∂ρe

∂t

)
. (12)

The existence of the longitudinal expansion/contraction wa-
ves (12), implies the existence of an elastic continuum (which
has volume dilatation) [6–9]. Maxwell’s theory does not ac-
cept the existence of this type of wave, because Maxwell’s
theory is described by an antisymmetric tensor

Fµϑ = ∂µAϑ − ∂ϑAµ

the trace of which equals zero, where Aµ is the four-dimens-
ional electromagnetic potential. This tensor Fµϑ can only de-
scribe transverse waves, which means that the vacuum used
in electromagnetism cannot be compressed. Therefore, there
was a need to introduce an elastic continuum by analogy with
a continuous elastic medium (mechanical continuum) like the
Foka-Podolsky Lagrangian [6]. In order to obtain both the
generalized power and the generalized Lorentz force, a source
transformation must be defined [7]:

ρ′e = ρe − ε0
∂Ψ

∂t
,
−→
J ′ =

−→
J +

1
µ0
∇⃗ · Ψ . (13)

The scalar field S used in [7], is associated withΨ byΨ = −S.
The electrodynamics power theorem is given by:

µ0(J⃗ · E⃗) = −
1
2
∂

∂t

(
ε0µ0E⃗2 + B⃗2

)
− ∇⃗(E⃗ × B⃗) . (14)

Using (13–14), the electrodynamics power is transformed in
the following way:

J⃗ · E⃗ − Ψ
ρe

µ0ε0
= −

1
2
∂

∂t

ε0E⃗2 +
B⃗2

µ0
+
Ψ2

µ0


−

1
µ0
∇⃗(E⃗ × B⃗ + E⃗ · Ψ)

(15)

where J⃗ · E⃗ − Ψ ρe
µ0ε0

represents the volume creation rate of
electromagnetic energy (joules per cubic meter per second)
or alternatively represents the rate of change of mechanical
energy per unit volume, i.e. the rate at which the field does
work on the charges per unit volume. The Lorenz force is
given by:

µ0

(
ρeE⃗ + J⃗ × B⃗

)
= ε0µ0((∇⃗ · E⃗) · E⃗ + (∇⃗ × E⃗) × E⃗)+

+ (∇⃗ × B⃗) × B⃗ − ε0µ0
∂

∂t
(E⃗ × B⃗) .

(16)

Using (13), the generalized Lorenz force is transformed into
the following form:

ρe · E⃗ + J⃗ × B⃗ − ΨJ⃗ = ε0((∇⃗ · E⃗) · E⃗ + (∇⃗ × E⃗) × E⃗)+

+
1
µ0

(∇⃗ × B⃗) × B⃗ − ε0
∂

∂t
(E⃗ × B⃗ − Ψ · E⃗)+

+
1

2µ0
∇⃗Ψ2 −

1
µ0
∇⃗ × (Ψ · B⃗)

(17)

where
(
ρe · E⃗ + J⃗ × B⃗ − ΨJ⃗

)
represents the rate of change of

mechanical momentum per unit volume and time. Note that
the scalar field and the electric vector field have different signs
indicating that the scalar field decelerates the charge, and that
the deceleration is proportional to the current density, which
in turn is proportional to the velocity of the charge. Thus, the
electric vector field accelerates the charge while the scalar
field decelerates it.

3 Elastodynamics of the Space-Time Continuum

Einstein’s general theory of relativity is based on the geom-
etry of continuous spacetime, which can be described by the
following field equation [8, see pp. 875]:

Rµϑ −
1
2
gµϑR + gµϑL =

8πG
c

Tµϑ (18)

where
Rµϑ: Ricci curvature tensor,
gµϑ: metric tensor,
R: curvature scalar,
L: the cosmological constant, which can be neglected for
small distances,
Tµϑ: the stress energy-momentum tensor.
In (18), everything on the left-hand side refers to the curva-
ture of spacetime, and everything on the right-hand side refers
to mass and energy.
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According to the theory of the Elastodynamics of the Spa-
ce-Time Continuum [9, 16], energy propagates in the Space-
Time Continuum, which causes deformation of the Space-
Time Continuum with longitudinal waves corresponding to
mass and transverse waves corresponding to massless field
energy. This leads implicitly to the proposition that the space-
time continuum must be a deformable continuum. This de-
formation, which has a physical nature [9], can be expressed
through strain that results from stress, so the stress energy-
momentum tensor results in strains in the space-time con-
tinuum (strained space-time). The presence of strain in the
space-time continuum leads to a deformation in the geome-
try of this space-time continuum. We can say it in the fol-
lowing way: the energy-momentum stress tensor produces a
strain in the spacetime continuum, and that strain changes the
geometry of the space-time continuum, and leads to the de-
formations with the longitudinal component being mass. The
stress-strain relation for an isotropic and homogeneous space-
time continuum can be written as the following [10]:

2Υ0ε
µϑ + λ0g

µϑε = T µϑ . (19)

Eq. (19) gives the stress in term of strain for a homoge-
neous and isotropic space-time continuum, both Υ0 and λ0
are Lamé constants, and they are linked together through K0
the bulk modulus:

1
2
Υ0 = K0 − λ0 . (20)

Here Y0 is the shear modulus, which corresponds to the re-
sistance of the space-time continuum to distortions, K0 repre-
sents the resistance of the space-time continuum to dilatation,
where distortions describe a change of shape of the space-
time continuum without a change in volume, and dilatation
describes a change of volume without a change of shape of the
space-time continuum [9-10], T µϑ is the energy-momentum
stress tensor, the tensor εµϑ is the strain tensor, the volume di-
latation ε = εαα is the trace εµϑ. If we compare (19) and (18)
we find an interesting similarity [9] (if we neglect the cosmo-
logical constant). The trace Tαα of (19) takes the following
relation:

2 (Υ0 + 2λ0) ε = Tαα . (21)

The total rest-mass energy density of the system is related to
the trace Tαα, by the following [11-12]:

Tαα
(
xk

)
= ρc2 . (22)

Using the last formula in (21), we get the relation between the
invariant volume dilatation and the invariant rest-mass:

2 (Υ0 + 2λ0) ε = ρc2 . (23)

By using (20), (23) takes the following expression:

4K0ε = ρc2 . (24)

Eq. (24) shows that the rest-mass is the result of the di-
latation of the spacetime continuum; the volume dilatation is
an invariant, as is the rest-mass energy density. The strain en-
ergy density of the space-time continuum is a scalar given by
[9]:

E =
1
2

T µϑεµϑ . (25)

In order to get the dilatation energy density and distortion
energy density, we first need to write the tensor decomposi-
tion of εµϑ as a sum of a strain deviator (distortion) tensor eµϑ

and a scalar (dilatation) tensor es [9]:

εµϑ = eµϑ + esg
µϑ (26)

where:

eµ
ϑ
= εµϑ − es δ

µ
ϑ
,

es =
1
4

eαα =
1
4
ε . (27)

In the same way, the energy-momentum stress tensor is de-
composed into a stress deviator tensor tµϑ and a scalar ts [9]:

T µϑ = tµϑ + tsg
µϑ (28)

where:

tµ
ϑ
= T µ

ϑ
− ts δ

µ
ϑ
,

ts =
1
4

Tαα . (29)

Using (26–29), one can get the following expression for the
scalar E [13]:

E =
1
2

K0ε
2 + Υ0eµϑeµϑ = E∥ + E⊥ (30)

where:

E∥ =
1

32K0

(
ρc2

)2
=

1
2

K0ε
2 , E⊥ = Υ0eµϑeµϑ. (31)

The strain energy density of the space-time continuum can
also be written in the following way [13]:

E =
1

2K0
t2
s +

1
4Υ0

tµϑtµϑ . (32)

From (30) or (32), we can see that the strain energy density
is separated into two terms: the first term corresponds to the
rest-mass longitudinal density (the dilatation energy density),
while the second is the massless transverse term (the distor-
tion energy density). Now we need to calculate the strain
energy density in two cases:
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σ̃µϑ =



1
2

(
ε0E⃗2 + 1

µ0
B⃗2 + 1

µ0
Ψ2

)
Sx/c −

√
ε0
µ0

ExΨ Sy/c −
√
ε0
µ0

EyΨ Sz/c −
√
ε0
µ0

EzΨ

Sx/c +
√
ε0
µ0

ExΨ −Txx −
1

2µ0
Ψ2 −Txy −

1
µ0
ΨBz −Txz +

1
µ0
ΨBy

Sy/c +
√
ε0
µ0

EyΨ −Tyx +
1
µ0
ΨBz −Tyy −

1
2µ0
Ψ2 −Tyz −

1
µ0
ΨBx

Sz/c +
√
ε0
µ0

EzΨ −Tzx −
1
µ0
ΨBy −Tzy +

1
µ0
ΨBx −Tzz −

1
2µ0
Ψ2



3.1 Case number (1)

Electromagnetic stress tensor σµϑ as strain energy density (in
case Ψ = 0). Using σαβ = ηαµηβϑσµϑ, we obtain the follow-
ing [9]:

σαβ =


ε0
2
−→
E 2 + 1

2µ0

−→
B2 −Sx/c −Sy/c −Sz/c

−Sx/c −Txx −Txy −Txz
−Sy/c −Tyx −Tyy −Tyz
−Sz/c −Tzx −Tzy −Tzz

 (33)

where Tij = ε0

(
EiE j −

1
2δijE

2
)
+ 1
µ0

(
BiB j −

1
2δijB

2
)

is the
Maxwell stress tensor. The dilatation energy density (the
“mass” longitudinal term) is given by [9]:

E∥ =
1
2

K0ε
2 =

1
2K0

t2
s =

1
32K0

(
σαα

)2 (34)

where:

σαα = η00σ
00 + η11σ

11 + η22σ
22 + η33σ

33 (35)

with the metric ηϑµ of signature (+1,−1,−1,−1).
The tensor σαα can be calculated [9,13]:

σαα =
1
2

(
ε0
−→
E 2 +

1
µ0

−→
B2

)
+ Txx + Tyy + Tzz = 0 (36)

giving σαα = 0, which means the longitudinal term (the rest-
mass term) is equal to zero:

E∥ =
1

32K0

(
ρc2

)2
=

1
32K0

(
σαα

)2
= 0 . (37)

In another sense, the rest-mass of the photon is zero. The term
E⊥ is given by (31) and takes the final expression [9,13]:

E⊥ =
1

4Υ0
σµϑσµϑ =

1
Υ0

(
U2

em −
1
c2 S 2

)
(38)

where: Uem =
1
2 ε0

(
−→
E 2 + c2−→B2

)
is the electromagnetic field

energy density.

3.2 Case Number (2)

Electromagnetic stress tensor as strain energy density (in case
Ψ , 0 ). We found that when Ψ = 0, the rest mass density is

zero. Now, we need to repeat the previous procedure of Case
(1) with the existence of the scalar field (Ψ , 0). To achieve
this we should calculate the tensor σαβ with the existence of
the scalar field Ψ: when Ψ , 0, the tensor σµϑ changes to
the tensor σ̃µϑ and this new tensor must fulfill the relations
(15-17):

∂µσ̃
µϑ =

 −
1
c

(
J⃗ · E⃗ − Ψ

ρe

µ0ε0

)
−

(
ρe · E⃗ + J⃗ × B⃗ − ΨJ⃗

)
 . (39)

The tensor σ̃µϑ that achieves the relation (39) is written in the
following Eq. (40) shown at the top of the page.

Shown at the top of the page. (40)

Note that when Ψ → 0, then σ̃µϑ → σµϑ, and quantity√
ε0
µ0

is the inverse of the impedance of free space z0
−1. The

next step is to calculate the longitudinal mass term:

σ̃αα = η00σ̃
00 + η11σ̃

11 + η22σ̃
22 + η33σ̃

33 =

=
1
2

(
ε0
−→
E 2 +

1
µ0

−→
B2 +

1
µ0
Ψ2

)
+ Txx +

1
2µ0
Ψ2+

+ Tyy +
1

2µ0
Ψ2 + Tzz +

1
2µ0
Ψ2 .

(41)

Taking into account the properties of tensor Tij and (35–37),
we find the following:

σ̃αα =
2
µ0
Ψ2 . (42)

Thus, the mass term is no longer equal to zero:

Ẽ∥ =
1

32K0

(
ρc2

)2
=

1
32K0

(
σ̃αα

)2
=

1
32K0

4
µ2

0

Ψ4 . (43)

The rest-mass term takes the following expression:

ρ = ±2ε0|Ψ|
2 . (44)

The massless transverse terms (the distortion energy density)
can be calculated as follows:

Ẽ⊥ =
1

4Υ0
t̃µϑ t̃µϑ, where t̃µϑ = σ̃µϑ and t̃µϑ = σ̃µϑ.
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σ̃αβ =



1
2

(
ε0
−→
E 2 + 1

µ0

−→
B2 + 1

µ0
Ψ2

)
−Sx/c +

√
ε0
µ0

EXΨ −Sy/c +
√
ε0
µ0

EyΨ −Sz/c +
√
ε0
µ0

EzΨ

−Sx/c −
√
ε0
µ0

EXΨ −Txx −
1

2µ0
Ψ2 −Txy −

1
µ0
ΨBz −Txz +

1
µ0
ΨBy

−Sy/c −
√
ε0
µ0

EyΨ −Tyx +
1
µ0
ΨBz −Tyy −

1
2µ0
Ψ2 −Tyz −

1
µ0
ΨBx

−Szc −
√
ε0
µ0

EzΨ −Tzx −
1
µ0
ΨBy −Tzy +

1
µ0
ΨBx −Tzz −

1
2µ0
Ψ2


. (45)

By using σ̃αβ = ηαµηβϑσ̃µϑ, the tensor σ̃µϑ can be written
as in (45) above at the top of the page. The term σ̃µϑσ̃µϑ can
now be calculated as in (46) below. The formula in (46) is
simplified as in (47) below.

σ̃µϑσ̃µϑ =
1
4

(
ε0
−→
E 2 +

1
µ0

−→
B2 +

1
µ0
Ψ2

)2

+ Txx
2+

+
1
µ0

TxxΨ
2 +

1
4µ2

0

Ψ4 + Tyy
2 +

1
µ0

TyyΨ
2+

+
1

4µ2
0

Ψ4 + Tzz
2 +

1
µ0

TzzΨ
2 +

1
4µ2

0

Ψ4−

−2
(

Sx

c

)2

− 2
(√
ε0

µ0
ExΨ

)2

− 2
(

Sy

c

)2

−

−2
(√
ε0

µ0
EyΨ

)2

− 2
(

Sz

c

)2

− 2
(√
ε0

µ0
EzΨ

)2

+

+2
(

Txy

)2
+ 2

(
1
µ0
ΨBx

)2

+ 2 ( Txz)2 +

+2
(

1
µ0
ΨBy

)2

+ 2
(

Tzy

)2
+ 2

(
1
µ0
ΨBz

)2

.

(46)

σ̃µϑσ̃µϑ =

{
1
4

(
ε0
−→
E 2 +

1
µ0

−→
B2

)2

+ Txx
2 + Tyy

2+

+Tzz
2 − 2

(
Sx

c

)2

− 2
(

Sy

c

)2

− 2
(

Sz

c

)2

+2
(

Txy

)2
+ 2 ( Txz)2 + 2

(
Tzy

)2
}
+

+

{
1
2

(
ε0
−→
E 2 +

1
µ0

−→
B2

)
+ Txx + Tyy + Tzz

}
·

1
µ0
Ψ2+

+
2
µ0
Ψ2


−→
B2

µ0
− ε0
−→
E 2

 + 1
µ2

0

Ψ4 .

(47)

By making use of (36–38), we find the following [9]:

1
4

(
ε0
−→
E 2 +

1
µ0

−→
B2

)2

+ Txx
2 + Tyy

2 + Tzz
2−

−2
(

Sx

c

)2

− 2
(

Sy

c

)2

− 2
(

Sz

c

)2

+

+2
(

Txy

)2
+ 2 ( Txz)2 + 2

(
Tzy

)2
=

= ε2
0

(
−→
E 2 + c2−→B2

)2
−

4
c2

(
S2

x + S2
y + S2

z

)
= σµϑσµϑ

(48)

1
2

(
ε0
−→
E 2 +

1
µ0

−→
B2

)
+ Txx + Tyy + Tzz = σ

α
α = 0 . (49)

Finally:

σ̃µϑσ̃µϑ = σ
µϑσµϑ +

2
µ0
Ψ2


−→
B2

µ0
− ε0
−→
E 2

 + 1
µ2

0

Ψ4 (50)

which means that the massless transverse terms (the distortion
energy density) take the following expression:

Ẽ⊥ = E⊥ +
1

2Υ0µ0
Ψ2

 B⃗2

µ0
− ε0
−→
E 2

 + 1
4Υ0µ

2
0

Ψ4 . (51)

4 Results and discussions

Because of the continuity equation (when ∇⃗ · J⃗+ ∂ρe
∂t = 0 ), the

discovery of the scalar field Ψ is not as easy as the discovery
of the electromagnetic fields. This means that the left-hand
side of (12) can be zero for a scalar field that is not equal to
zero. Then (12) can be written in the form of two equations:

ε0µ0
∂2Ψ

∂t2 − ∇
2Ψ = 0 , ∇⃗ · J⃗ +

∂ρe

∂t
= 0 .

From the last two equations, we can note that the wave equa-
tion ε0µ0

∂2Ψ
∂t2 −∇

2Ψ = 0, is as fundamental an equation as the
continuity equation ∇⃗ · J⃗ + ∂ρe

∂t = 0 [6]. Because the existence
of the scalar field is linked to the appearance of the rest mass
in the electromagnetic field, the motion of charges in accor-
dance with the equation ∇⃗ · J⃗+ ∂ρe

∂t = 0, always conjugates the
longitudinal waves and happens with volume dilatation. We
can write Maxwell’s equations (1–4) through the electromag-
netic tensor Fµϑ:

∂µ
[
Fµϑ

]
= Jϑ . (52)

The previous tensor is an antisymmetric tensor, which can
be written in the following formula:

[
Fµϑ

]
=

1
2

([
aµϑ

]
−

[
aϑµ

])
(53)

where aµϑ is an asymmetric tensor, which takes the following
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[
S µϑ

]
=

1
2



2
c2

∂φ

∂t
−
∂Ax

∂t
+

1
c
∂φ

∂x
−
∂Ay

∂t
+

1
c
∂φ

∂y
−
∂Az

∂t
+

1
c
∂φ

∂z

−
∂Ax

∂t
+

1
c
∂φ

∂x
−2
∂Ax

∂x
−
∂Ax

∂y
−
∂Ay

∂x
−
∂Ax

∂z
−
∂Az

∂x

−
∂Ay

∂t
+

1
c
∂φ

∂y
−
∂Ay

∂x
−
∂Ax

∂y
−2
∂Ay

∂y
−
∂Ay

∂z
−
∂Az

∂y

−
∂Az

∂t
+

1
c
∂φ

∂z
−
∂Az

∂x
−
∂Ax

∂z
−
∂Az

∂y
−
∂Ay

∂z
−2
∂Az

∂z



expression:

[
aµϑ

]
=



1
c2

∂φ

∂t
−
∂Ax

∂t
−
∂Ay

∂t
−
∂Az

∂t
1
c
∂φ

∂x
−
∂Ax

∂x
−
∂Ay

∂x
−
∂Az

∂x
1
c
∂φ

∂y
−
∂Ax

∂y
−
∂Ay

∂y
−
∂Az

∂y
1
c
∂φ

∂z
−
∂Ax

∂z
−
∂Ay

∂z
−
∂Az

∂z


. (54)

We can write another tensor, which is a symmetric tensor S µϑ:[
S µϑ

]
=

1
2

([
aµϑ

]
+

[
aϑµ

])
, (55)

which is given explicitly at the top of this page.
Using the formula S αα = ηαβS αβ, we can get the diago-

nal components of this tensor to describe the electromagnetic
potential ∂ϑAϑ:

S αα = Ψ = ε0µ0
∂φ

∂t
+ ∇⃗ · A⃗ . (56)

Therefore, the Lorentz condition is a cancellation of four-
dimensional volume dilatation from the space-time contin-
uum. According to [14-15], the pair

(
S µϑ, Fµϑ

)
of tensors

can explain the matter-field duality, Fµϑ describes the field
properties

(
Fµϑ as the field tensor.) and S µϑ contains mat-

ter waves (matter tensor with S αα , 0 ), which corresponds
to (44), and also to (17), which confirms that the scalar field
hinders the movement and therefore plays a role similar to in-
ertia. Both tensors

(
S µϑ, Fµϑ

)
can display fundamental prop-

erties such as energies or electric charge or rest-mass. Tensor
aµϑ is equivalent to the formula

{
aµϑ ∼ ∂µAϑ

}
, and the tensor

Fµϑ is equivalent to formula
{
∂µAϑ − ∂ϑAµ

}
, finally the tensor

S µϑ is
{
∂µAϑ + ∂ϑAµ

}
.

According to the theory of the Elastodynamics of the Spa-
ce-Time Continuum, the antisymmetric rotation tensor ωµϑ

can be written in the following [9-11]:

ωµϑ =
1
2

(
uµ;ϑ − uϑ;µ

)
(57)

where uµ is the displacement of an infinitesimal element of
the spacetime continuum from its unstrained position xµ. The
tensor in (57) corresponds to tensor Fµϑ [9, 16, see pp. 64]:

Fµϑ = φ0ω
µϑ . (58)

In order to fulfill Lorentz’s condition, the electromagnetic
potential four-vector Aµ satisfies the following relationship
[9, 16]:

Aµ = −
1
2
φ0uµ⊥ (59)

where the constant φ0 is referred to as the “space-time contin-
uum electromagnetic shearing potential constant” [9, 16, see
pp. 64] and uµ⊥ indicates that the relation holds for a transverse
displacement. From the last equation, we get the Lorentz con-
dition directly ∂µAµ = 0. The previous case corresponds to
antisymmetric tensor Fµϑ. However, in our case, Lorentz’s
condition is not satisfied, and therefore we need to general-
ize the previous relationship (59) to include symmetric ten-
sor S µϑ. According to the theory of the Elastodynamics of
the Space-Time Continuum, the symmetric strain tensor εµϑ,
which is equivalent to a tensor S µϑ, can be written as the fol-
lowing [9. 16, see pp. 53]:

εµϑ =
1
2

(
uµ;ϑ + uϑ;µ

)
. (60)

The displacements in expressions derived from (60) are writ-
ten as u∥, which means that symmetric displacements are al-
ong the direction of motion (longitudinal). We can now write
(59) in the following general form:

Aµ = f (uµ) . (61)

From (57), we can write the following:

∂ϑAµ = ∂ϑ f (uµ) =
∂ f (uµ)
∂uµ

∂uµ

∂xϑ
=
∂ f (uµ)
∂uµ

{
ε
µ
ϑ
+ ω

µ
ϑ

}
. (62)

Eq. (62) also comes automatically from [9, 16], therefore, we
can consider the field Aµ as a real physical vacuum in which
both electromagnetic waves and elementary particles can pro-
pagate and arise due to the dynamic distortion and dilatation
of this medium. The mass that appeared in (44) is real rest-
mass density, but there are two options: positive rest-mass
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density and negative rest-mass density
(
ρ ∼ ±|Ψ|2

)
. By mul-

tiplying (32) by (32 K0 ) and taking into account (31) and the
scalar function, we get the following [9, 16]:

32K0ε =
(
ρc2

)2
+

8K0

Υ0
t̃µϑ t̃µϑ . (63)

The last expression is similar to the energy relation of
Special Relativity, which can be written after taking the squa-
re root as follows:

E = ±ℏω = ±c

√
(ρc)2 +

8K0

c2Υ0
t̃µϑ t̃µϑ (64)

where E is the total energy density, noting that t̃µϑ t̃µϑ is quad-
ratic in structure [13], and equivalent to the momentum den-
sity. As we see in (64), the energy equation accepts nega-
tive solutions. Generally, (63) is the Klein-Gordon equation.
Eq. (44) is reminiscent of the wave function in quantum me-
chanics, which means the volume density of the particles;
thus, we can say that the wave function in quantum mechanics
describes the propagation of longitudinal waves in the space-
time continuum [9]. Finally, note that the tensor σµϑ is sym-
metric, but the tensor σ̃µϑ is not; the symmetry was broken af-
ter the mass appeared. We can confirm that the equations that
describe the behavior of elementary particles become funda-
mentally simpler and more symmetric when the mass of the
particles is zero.

5 Conclusion

We found that the addition of the scalar field to the Maxwell-
Heaviside equations requires a generalization of both the Lor-
entz force and power. Using the Elastodynamics of the Space-
time Continuum theorem, and after calculating the electro-
magnetic stress tensor which includes the previous general-
izations, the positive rest-mass and the negative rest-mass ap-
pear, meaning that the photon acquires mass, which in turn
corresponds to the volume dilatation of the space-time con-
tinuum.

Received on October 22, 2023
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